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EDITOR’S FOREWORD

THis book, Realism and the Aim of Science, is the first volume of
Sir Karl Popper’s long-awaited Postscript to The Logic of Scientific
Discovery. Although it was written some twenty-five years ago, it
has never before been published. It contains a new and highly
expanded development of Popper’s views on induction, demarca-
tion, and corroboration, and also presents his propensity theory of
probability. This book also contains a detailed consideration of and
reply to numerous criticisms and objections that have been made to
Popper’s views over the years since The Logic of Scientific Discovery
was first published.

Together with other parts of the Postscript (all of which are now
being published), this volume was written mainly during the years
1951-56, at the time when Logik der Forschung, Popper’s first
published book (1934), was being translated into English as The
Logic of Scientific Discovery.

The different volumes of the Postscript were originally part of a
series of Appendices to The Logic of Scientific Discovery, in which
Popper proposed to correct, expand, and develop the ideas of his
first book. Some of these Appendices were in fact included in The
Logic of Scientific Discovery when it was published in 1959. But one
group of Appendices took on a life of its own, and gradually grew
into a single, closely-mtegrated work—far exceeding the original
Logik der Forschung in length. It was decided to publish this new
work—called the Postscript: After Twenty Years—as a sequel or
companion volume to The Logic of Scientific Discovery. And it was
accordingly set in type, in galley proofs, in 1956-57.

Within a few months of the anticipated publication, however, the
project came grinding to a halt. In Unended Quest, his intellectual
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EDITOR’S FOREWORD

autobiography, Sir Karl has reported of these galley proofs: ‘Proof
reading turned into a nightmare. . . . I then had to have operations
on both eyes. After this I could not start proof reading again for
some time, and as a result the Postscript is still unpublished.’

I remember this time vividly: I went to Vienna to visit Popper in
the hospital there shortly after his operation for several detachments
of both retinas; and we worked on the Postscript as he was recuper-
ating. For a long time he could barely see, and we were very much
afraid that he would become blind.

When he was able to see again, a great deal of work was done on
the Postscript: several sections were added, and thousands of correc-
tions were made to the galleys. But the pressure of other work had
now become too great, and virtually nothing was added to the text
after 1962. During the next, highly productive decade, after pub-
lishing Conjectures and Refutations (1963), Popper completed and
published three new books: Objective Knowledge: An Evolution-
ary Approach (1972), Unended Quest (1974 and 1976), and (with Sir
John Eccles) The Self and Its Brain (1977), as well as many papers.
These were the years, and the works, in which his now famous
theory of objective mind (and of Worlds 1, 2, and 3) was developed,
and in which his approach was extended into the biological sciences.

Meanwhile, the Postscript, which represented the culmination of
Sir Karl’s work in the philosophy of physics, went unpublished. But
not unread: most of Popper’s closest students and colleagues have
studied this work, and several have had copies of the galley proofs
over the years. Itis a source of great satisfaction to those like myself,
who have known this book and been deeply influenced by it, to see
it finally completed and shared with the general public.

The text that has now been edited for publication is essentially
that which existed in 1962. Except in a few places, as marked, no
major alterations have been made. It was felt that this was the
appropriate approach to a work that had now acquired, through its
influence on Popper’s students and colleagues, an historical charac-
ter—some twenty-five years having passed since its composition,
and forty-five years since the writing of the original Logik der
Forschung. Obviously, many points would have been put differ-
ently today. But a complete revision by the author would have
delayed publication indefinitely.

The editing has included bringing together the different versions
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EDITOR’S FOREWORD

of some parts of the text, as they had accumulated over the years;
copy-editing the book; and adding bibliographical and other notes
for the reader’s assistance. A few new additions made by Popper
himself are clearly marked: they are presented in brackets and
marked with a star:*. My own brief editorial and bibliographical
notes are also in brackets, followed by the abbreviation ‘Ed.’. Here I
have in general followed the practice established by Troels Eggers
Hansen, the editor of Popper’s Die beiden Grundprobleme der
Erkenntnistheorie (written in 1930-32 and published in 1979). Pop-
per has been able to check the editorial work at a series of meetings
which we have held at various places over the past four years—in
Heidelberg, Guelph, Toronto, Washington D. C., Schloss Kron-
berg, and at his home in Buckinghamshire. He has also added new
prefaces to all of the volumes, and new afterwords to the second and
third volumes.

One major alteration in presentation has been made, at my own
suggestion. To publish this large work under one cover would have
been possible, but would have meant a heavy and unwieldy book
beyond the means of many students of philosophy. Parts of the
Postscript—including Realism and the Aim of Science—will be of
wide interest, of concern not only to philosophers and students of
philosophy but also to a wider public.

These parts are also, on the whole, independent of one another.
This led me to suggest that the work be published in three separate
volumes, in matching format, the whole constituting the Postscript.
After some hesitation, Sir Karl agreed with this proposal, and also
with the titles which I suggested for the three volumes.

Thus the Postscript is being published as follows:

Realism and the Aim of Science (Volume I)

The Open Universe: An Argument for Indeterminism (Volume
11

Quantum Theory and the Schism in Physics (Volume III).

Although these three volumes of the Postscript can be read sepa-
rately, the reader should be aware that they build a connected
argument. Each volume of the Postscript attacks one or another of
the subjectivist or idealist approaches to knowledge; each con-
structs one or more components of an objective, realist approach to
knowledge.
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EDITOR’S FOREWORD

Thus in the present volume, Popper pursues ‘Inductivism’, which
he sees as the chief source of subjectivism and idealism, through
four stages: logical, methodological, epistemological, and meta-
physical. He develops his theory of falsifiability, and charts its
effects in demarcating scientific, non-scientific, and pseudo-scien-
tific views from one another. And he presents his theory of corrob-
oration as a way to express rational preference for one theory over
another without resorting either to the subjective ‘certainties’ or to
the objective ‘justification’ of conventional philosophies. In this
first volume Popper also discusses his relationship to those histori-
cal figures in philosophy, such as Berkeley, Hume, Kant, Mach, and
Russell, who have contributed importantly to the subjectivist tradi-
tion; and he gives detailed replies to contemporary philosophical
and scientific critics. Popper also attacks the subjective interpreta-
tion of the probability calculus, an interpretation that is rooted in
the belief that probability measures a subjective state of insufficient
knowledge. In The Logic of Scientific Discovery, Popper had cham-
pioned an objective interpretation of the probability calculus, using
for this purpose the frequency interpretation. Now he also criticizes
the frequency interpretation; and in its place he presents in detail his
own propensity interpretation—an interpretation which has, dur-
ing the past twenty years, found many champions. These ideas and
arguments are applied and developed in the remaining volumes.

In The Open Universe: An Argument for Indeterminism, Popper
develops his own indeterministic perspective, and presents a cri-
tique of both ‘scientific’ and metaphysical forms of determinism,
arguing that classical physics does not, contrary to common opin-
ion, presuppose or imply determinism any more than quantum
physics does. Yet he finds that metaphysical determinism continues
to underlie the work of many contemporary quantum theorists,
opponents of determinism included. Popper traces the continuing
role played within physics by subjective interpretations of probabil-
ity to these metaphysical deterministic presuppositions.

There is a deep connection between the arguments of the first and
second volumes, in their mutual concern with the freedom, creativ-
ity and rationality of man.

The first volume, in its consideration of justification and rational-
ity, rebuts a subjectivist and sceptical claim about the limits of
criticism—and therewith the limits of rationality. If such a limit
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existed, then serious argument would be futile; and the appearance
of it would be illusory.

The second volume, in its treatment of determinism, champions
the claim that our rationality is limited in respect to the prediction of
the future growth of human knowledge. If such a limit did ot exist,
then serious argument would be futile; and the appearance of it
would be illusory.

Popper thus argues that human reason is unlimited with regard to
criticism yet limited with regard to its powers of prediction; and
shows that both the lack of limitation and the limitation are, in their
respective places, necessary for human rationality to exist at all.

In Volume III, Quantum Theory and the Schism in Physics,
Popper reviews and rebuts an array of arguments and ‘paradoxes’
that are widely used to defend an idealist outlook. Conjecturing that
the problems of interpretation of quantum mechanics can be traced
to problems of the interpretation of the calculus of probability,
Popper develops his own propensnty mterpretatlon of probability
further. And then he gives a sweeping critique of some of the leading
interpretations of quantum theory, attempting to resolve their well-
known paradoxes and to exorcise ‘the Observer’ from quantum
physics. His concluding ‘Metaphysical Epilogue’ weaves together
the themes of the entire Postscript in an historical and programmatic
study of the role of metaphysical research programmes or interpre-
tations in the history of physics.

The Editor wishes to express his gratitude to the American Coun-
cil of Learned Societies and to the American Philosophical Society
for their generous support of his editorial work on these volumes.
He also wishes tG thank his secretary, Nancy Artis Sadoyama, for
her devoted and unfailing assistance.
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INTRODUCTION, 1982

In this Introduction to the first volume of the Postscript, I should
like to discuss very briefly several issues that have been raised,
during the three decades since this book was written, against the
views which I present herein.

I

The first has to do with the technical terms ‘falsifiable’ (‘empiri-
cally refutable’) and “falsifiability’ (‘empirical refutability’). I first
introduced these in Erkenntnis 3, 1933, and in Logik der Forschung,
1934, in connection with my solution of the problem of demarca-
tion (discussed at length in Part I, Chapter 2, of the present vol-
ume). The problem of demarcation is to find a criterion that permits
us to distinguish between statements that belong to the empirical
sciences (theories, hypotheses) and other statements, particularly
pseudo-scientific, prescientific, and metaphysical statements; but
also mathematical and logical statements. The problem of demarca-
tion is to be distinguished from the far more important problem of
truth: theories which have been shown to be false—as for example
the radiation formulae of Rayleigh-Jeans and of Wien, or Bohr’s
atom model of 1913—can nevertheless retain the character of empir-
ical, scientific hypotheses.

Although, following Tarski, I do not believe that a criterion of
truth is possible, I have proposed a criterion of demarcation—the
criterion of falsifiability. My proposal was that a statement (a the-
ory, a conjecture) has the status of belonging to the empirical
sciences if and only if it is falsifiable.
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INTRODUCTION 1982

But when is a statement falsifiable? It is of great importance to
current discussion to notice that falsifiability in the sense of my
demarcation criterion is a purely logical affair. It has to do only with
the logical structure of statements and of classes of statements. And
it has nothing to do with the question whether or not certain
possible experimental results would be accepted as falsifications.

A statement or theory is, according to my criterion, falsifiable if
and only if there exists at least one potential falsifier—at least one
possible basic statement that conflicts with it logically. It is impor-
tant not to demand that the basic statement in question be true. The
class of basic statements must be characterized in such a way that a
basic statement describes a logically possible event of which it is
logically possible that it might be observed.

To make these matters less abstract, I shall give four examples
here: two of falsifiable statements, and two of unfalsifiable state-
ments.

(1) ‘All swans are white’. This theory is falsifiable since, for
example, it contradicts the following basic statement (which is,
incidentally, false): ‘On the 16th of May, 1934, a black swan stood
between 10 and 11 o’clock in the morning in front of the statue of
Empress Elizabeth in the Volksgarten in Vienna.’

(2) Einstein’s principle of proportionality of inert and (passively)
heavy mass. This equivalence principle conflicts with many poten-
tial falsifiers: events whose observation is logically possible. Yet
despite all attempts (the experiments by Eotvos, more recently
refined by Dicke) to realize such a falsification experimentally, the
experiments have so far corroborated the principle of equivalence.

(3) ‘All human actions are egotistic, motivated by self-interest.’
This theory is widely held: it has variants in behaviourism, psycho-
analysis, individual psychology, utilitarianism, vulgar-marxism,
religion, and sociology of knowledge. Clearly this theory, with all
its variants, is not falsifiable: no example of an altruistic action can
refute the view that there was an egotistic motive hidden behind it.

(4) Purely existential statements are not falsifiable—as in Rudolf
Carnap’s famous example: ‘There is a colour (‘Trumpet-red’) which
incites terror in those who look atit.” Another exampleis: “Thereisa
ceremony whose exact performance forces the devil to appear.”’ Such
statements are not falsifiable. (They are, in principle, verifiable: it is
logically possible to find a ceremony whose performance leads to
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the appearance of a human-like form with horns and hooves. And if
a repetition of the ceremony fails to achieve the same result, that
would be no falsification, for perhaps an unnoticed yet essential
aspect of the correct ceremony was omitted.)

As these examples show, falsifiability in the sense of the demarca-
tion criterion does not mean that a falsification can in practice be
carried out, or that, if it is carried out, it will be unproblematic.
Falsifiability in the sense of the demarcation criterion signifies
nothing more than a logical relation between the theory in question
and the class of basic statements, or the class of the events described
by them: the potential falsifiers. Falsifiability is thus relative to these
two classes: if one of these classes is given, then falsifiability is a
matter of pure logic—the logical character of the theory in question.

That the class of potential falsifiers (or of basic statements) must
be given can best be shown by our first example—‘All swans are
white’.

As I have already said, this statement is falsifiable. Suppose,
however, that there is someone who, when a non-white swan is
shown to him, takes the position that it cannot be a swan, since it s
‘essential’ for a swan to be white.

Such a position amounts to holding non-white swans as logically
impossible structures (and thus also as unobservable). It excludes
them from the class of potential falsifiers.

Relative to this altered class of potential falsifiers the statement
‘All swans are white’ is of course unfalsifiable. In order to avoid
such a move, we can demand that anyone who advocates the
empirical-scientific character of a theory must be able to specify
under what conditions he would be prepared to regard it as falsified;
i.e., he should be able to describe at least some potential falsifiers.

We now come to a second sense of ‘falsifiable’ and ‘falsifiability’
which has to be distinguished very clearly from my purely logical
criterion of demarcation in order to avoid gross confusion.

One can raise the question whether an actual falsification is ever
so compelling that one must regard the theory in question as falsi-
fied (and thus as false). Is there not always a way out for one who
wishes to save the theory in question?

I have always maintained, even in the first edition of Logik der
Forschung (1934), and also in my earlier yet only recently published
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book Die beiden Grundprobleme der Erkenntnistheorie (1979,
written 1930-33), that it is never possible to prove conclusively that
an empirical scientific theory is false. In this sense, such theories are
not falsifiable. “Every theoretical system can in various ways be
protected from an empirical falsification.” (Grundprobleme, p. 353).
‘It is always possible to find some way of evading falsification, for
example by introducing 4d hoc an auxiliary hypothesis . . .’ (Logic
of Scientific Discovery (L.Sc.D.), p. 42, in the same section in which
falsifiability is introduced). ‘No conclusive disproof of a theory can
ever be produced . . .’ (L.Sc.D., p. 50).

Hence, to repeat, we must distinguish two meanings of the
expressions ‘falsifiable’ and “falsifiability’:

(1) ‘Falsifiable’ as a logical-technical term, in the sense of the
demarcation criterion of falsifiability. This purely logical concept—
falsifiable in principle, one might say—rests on a logical relation
between the theory in question and the class of basic statements (or
the potential falsifiers described by them).

(2) ‘Falsifiable’ in the sense that the theory in question can defini-
tively or conclusively or demonstrably be falsified (‘demonstrably
falsifiable’). I have always stressed that even a theory which is
obviously falsifiable in the first sense is never falsifiable in this
second sense. (For this reason I have used the expression ‘falsifiable’
as arule only in the first, technical sense. In the second sense I have
as a rule spoken not of “falsifiability’ but rather of ‘falsification’ and
of its problems.)

It is clear that the suffixes ‘able’ and “ability’ are used somewhat
differently in these two senses. Although the first sense refers to the
logical possibility of a falsification in principle, the second sense
refers to a conclusive practical experimental proof of falsity. But
anythmg like conclusive proof to settle an empirical question does
not exist.

An entire literature rests on the failure to observe this distinction.
It is often said that my criterion of demarcation is inapplicable
because empirical scientific theories cannot be definitively falsified.
Less importantly, it is often said (see section IV below) that the
discovery of the unfalsifiability of scientific theories in the second
sense is an achievement that contradicts my theory, despite the fact
that I myself have pointed this out over and over again. (Instead of
distinguishing the two meanings—falsifiability,’, the possibility

XX1l



INTRODUCTION 1982

that certain theories can in principle be falsified, because they have
some potential falsifiers, and ‘falsifiability,’, the always problematic
possibility that a theory can be shown to be false, since final empiri-
cal proofs do not exist—the ironic distinctions of ‘Popper,’, ‘Pop-
per,’, and ‘Popper,’, and so on, have been made (i.e., of various
stages of ‘Popper’ that flagrantly contradict one another and cannot
be brought into harmony).! And the difficulties, in many cases the
impossibility, of a conclusive practical falsification are put forward
as a difficulty or even impossibility of the proposed criterion of
demarcation.

This would all be of little importance but for the fact that it has led
some people to abandon rationalism in the theory of science, and to
tumble into irrationalism. For if science does not advance rationally
and critically, how can we hope that rational decisions will be made
anywhere else? A flippant attack on a misunderstood logical-
technical term has thus led some people to far-reaching and disas-
trous philosophical and even political conclusions.

It should be stressed that the uncertainty of every empirical
falsification (which I have myself repeatedly pointed out) should
not be taken too seriously (as I have also pointed out). There are a
number of important falsifications which are as ‘definitive’ as gen-
eral human fallibility permits. Moreover, every falsification may, in
its turn, be tested again. An example of a falsification—the falsifica-
tion of Thomson’s model of the atom, which led Ernest Rutherford
to propose the nuclear model—should be mentioned here, to illus-
trate the force which a falsification may have. In Thomson’s model
of the atom, the positive charge was distributed over the entire space
which the atom occupied. Rutherford had accepted this model. But
then came the famous experiments of his students Geiger and Mars-
den. They found that alpha particles which were shot on to a very
thin piece of gold leaf were sometimes reflected from the golf leaf,
instead of being only deflected. The reflected particles were rare—
approximately one among twenty thousand—but they occurred
with statistical regularity. Rutherford was astonished. He wrote
about this a quarter of a century later: ‘It was quite the most
incredible event that has ever happened to me in my life. It was

![See the works of Imre Lakatos, especially ‘Criticism and the Methodology of
Scientific Research Programmes’, Proc. Arist. Soc. 69, pp. 149-86, and The Meth-
odology of Scientific Research Programmes, 1978, pp. 93-101. Ed.]
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almost as incredible as if you fired a fifteen-inch shell at a piece of
tissue paper and it came back and hit you.”

Rutherford’s formulation is excellent. It is not impossible—
certainly not logically impossible—that a shot from a giant cannon
on to a piece of tissue paper is reflected by it—even with a regular
statistical probability of 1in 20,000. This is not logically impossible;
and hence Thomson’s theory (according to which the atoms form a
wall like tissue paper) is not definitively refuted. But Rutherford
and some other physicists, among them Niels Bohr, were satisfied
that another theory was needed. Therefore they proposed that
Thomson’s theory be regarded as falsified and be replaced by the
nuclear model of Rutherford; and a little later (since this had its own
problems) by the marvellous atom model of Bohr which, after
about twelve years, was in its turn superseded by quantum mechan-
ics.

Often it takes a long time before a falsification is accepted. It is
usually not accepted until the falsified theory is replaced by a
proposal for a new and better theory. As Max Planck remarked, one
must often wait until a new generation of scientists has grown up;
that, however, is not always necessary. It was so neither with
Rutherford’s new model of the atom (1912), nor with the recogni-
tion of J. J. Thomson (1897) of subatomic particles such as the,
electron, which meant that the theory of indivisible atoms was
falsified. (Atoms had been regarded as indivisible by definition since
about 460 B.C.) Nor was it so with the falsification by Carl Ander-
son (1932) of the powerful theory that there were only two elemen-
tary particles—the proton and the electron—and the rejection by
Hideki Yukawa of the electro-magnetic theory of matter.

These are only four of many examples of scientific revolutions
which were introduced through successful falsifications.

The misunderstood logical-technical meaning of falsifiability in
the first sense, in the sense of the criterion of demarcation, hasled to
two historical legends. The first, unimportant legend is that I over-
looked the non-conclusiveness of the falsifiability of theories—the
fact that theories are never conclusively falsifiable in the second
sense. Whereas in fact, I had repeatedly stressed this since 1932. The

2Lord Rutherford: ‘The Development of the Theory of Atomic Structure’, in J.
Needham and W. Pagel, eds.: Background of Modern Science, 1938, p. 68.
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second legend (and it is a far more important legend) is that falsifica-
tion plays no role in the history of science. In fact, it plays a leading
role, despite its non-definitive character. The examples already
given provide some evidence of this, but I shall provide some
further examples in the next section.

II

It has been alleged by some people—even by some of my former
students—that my theory of science is refuted by the facts of the
history of science. This is a mistake: it is a mistake about the facts of
the history of science, and it is also a mistake concerning the claims
of my methodology.

As I tried to make clear in 1934 (L.Sc.D., p. 37; and sections 10
and 11), I do not regard methodology as an empirical discipline, to
be tested, perhaps, by the facts of the history of science. It is, rather,
a philosophical—a metaphysical—discipline, perhaps partly even a
normative proposal. It is largely based on metaphysical realism, and
on the logic of the situation: the situation of a scientist probing into
the unknown reality behind the appearances, and anxious to learn
from mistakes.

Nevertheless, I have always thought that my theory—of refuta-
tion, followed by the emergence of a new problem, followed, in its
turn, by a new and perhaps revolutionary theory—was of the
greatest interest for the historian of science, since it led to a revision
of the way historians should look at history; especially as most
historians in those days (1934) believed in an inductivist theory of
science.? (They have now largely given this up—even my critics.)

That my theory, to the extent to which it is accurate, should be of
interest to scientists and historians is hardly surprising; for many of
them—I believe most of them—share my realist view of the world
and also understand the aims of science as I do: to achieve better and
better explanations.

Some examples may be useful.

A list is offered here, of interesting cases in which refutations led
to revolutionary theoretical reconstructions. This list goes back

9[See Joseph Agassi: Towards an Historiography of Science, 1963. Ed.]
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largely to the 1930s, and to my New Zealand days, when I gave a
series of lectures to the Christchurch branch of the Royal Society of
New Zealand, illustrating my theory with examples from the his-
tory of physics. I have written about some of these cases in various
places; and I do not think that this list contains all the cases of
falsification to which I have referred in my various writings. In so
doing, I have always relied mainly on my memory: I do not pretend
to be a historian of science myself. And I have, because of the
pressure of other urgent work, never had time to survey the history
of physics systematically in search of further examples: I have no
doubt that there are hundreds. But I think that the list submitted
here—a list of a few striking cases which can only be understood as
examples of refutation—is sufficiently impressive. (I should even be
inclined to suggest that, historically, a science becomes a science
when it has accepted an empirical refutation; but I do not really
propose this as a serious hypothesis; and the case of Copernicus
may be a counter example: a great scientific theory that was not
instigated by an empirical refutation.)

A List of Examples Chosen Almost at Random

(1) Parmenides-Leucippus: Leucippus takes the existence of
motion as a partial refutation of Parmenides’s theory that the
world is full and motionless. This leads to the theory of
‘atoms and the void’. It is the foundation of atomic theory.*

(2) Galileo refutes Aristotle’s theory of motion: this leads to the
foundation of the theory of acceleration, and later of New-
tonian forces. Also, Galileo takes the moons of Jupiter and
the phases of Venus as a refutation of Ptolemy,’ and thus as
empirical support of the rival theory of Copernicus.

‘Cp. my Conjectures and Refutations, Chapter 2, sections vi and vi1. [See also
Volume III of the Postscript, ‘Metaphysical Epilogue’. Ed.]

*In a very interesting letter to me, Allan Franklin has raised some doubts about
this example, suggesting that although Galileo argued against the Aristotelian law
of motion as if it dealt only with constant velocities, Aristotle himself, as well as
later commentators, recognized that falling bodies accelerate. Franklin finds the
kinematics of uniformly accelerated motion worked out in the fourteenth century
at Merton College, Oxford, and also in Paris (by Oresme). He also refers to
Buridan’s ‘impetus theory’ and Domingo de Soto’s argument that falling bodies
exemplified uniform acceleration. I am grateful to Mr. Franklin for these com-
ments. See also my Conjectures and Refutations, Chapter 3, section 1.

XXVi



INTRODUCTION 1982

(3) Torricelli(and predecessors): therefutation of ‘natureabhors
a vacuum’. This prepares for a mechanistic world view.

(4) Kepler’s refutation of the hypothesis of circular motion
upheld till then (even by Tycho and Galileo), leads to Kep-
ler’s laws and so to Newton’s theory.®

(5) Lavoisier’s refutation of the phlogiston theory leads to mod-
ern chemistry.

(6) The falsification of Newton’s theory of light (Young’s two-
slit experiment). This leads to the Young-Fresnel theory of
light. The velocity of light in moving water is another refuta-
tion. It prepares for special relativity.

(7) Oersted’s experiment is interpreted by Faraday as a refuta-
tion of the universal theory of Newtonian central forces and
thus leads to the Faraday-Maxwell field theory.

(8) Atomic theory: the atomicity of the atom is refuted by the

*Historians have often claimed that there was a prejudice in favour of circular
motion which Kepler and others had to overcome. But circular motion was not
simply a prejudice; there was in effect a conservation law for circularity—not only
for the rotations of the planets, but also for the wheel: the conservation of angular
momentum. Of course the conservation laws were not clear in those days. But
Galileo’s conservation law, his form of the law of inertia, allowed for circular
motion; and all of this lay at the back of the metaphysical ideas and principles of
explanation accepted at that time. In this context circular motion was explicable,
but elliptical motion was felt to be quite irrational. Thus the rationality of the pre-
Keplerian metaphysical attitude (or research programme) should be taken into
account: there was the well-established continuation of the wheel to rotate; if we
have a freely suspended wheel, the angular momentum is as well supported by
observation as are inertial forces. It took Kepler a great effort to get over this
view—but not because it was a prejudice; rather, precisely because it formed an
important part of the rational background. Feeling as he did at first that elliptical
motion was irrational, Kepler needed a new type of explanation for it. It may be
here that the sun came in: in Kepler’s account there are forces emanating from the
sun, whereas in Galileo’s theory, the circular motion of the planets is not really
dependent on the sun. Of course Kepler’s theory is different from our own: he
spoke, in the main, not of the sun’s attraction, but of the pushing of rays from the
sun. Only with Newton did it begin to become clear that the attraction of the sun
influences the planets just as the attraction of the earth influences the moon.
Galileo, however, continued to oppose Kepler’s theory because of its astrological
overtones—that is, its irrational overtones: the ‘influence’ of the planets on other

lanets. Kepler was indeed an astrologist; and astrology maintains that the
Eeavenly bodies exert forces on one another. Thus oae can understand both Galileo
and Kepler. Galileo’s metaphysical framework forced circular motion on him, and
prevented him from accepting influences from the sun and moon. See also Objec-
tive Knowledge, Chapter 4, section 9.
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Thomson electron. This leads to the electromagnetic theory
of matter, and, in time, to the rise of electronics. See Ein-
stein’s and Wey!’s attempts at a monistic (‘unified’) theory of
gravitation and electromagnetics.’

(9) Michelson’s experiment (1881-1887-1902, etc.) leads to
Lorentz’s Versuch einer Theorie der elektrischen und
optischen Erscheinungen in bewegten Kirpern (1895: see
§89). Lorentz’s book was crucially important to Einstein,
who alluded to it twice in §9 of his relativity paper of 1905.
(Einstein himself did not regard the Michelson experiment
as very important.) Einstein’s special relativity theory is (a)
a development of the formalism founded by Lorentz and (b)
a different—that is, relativistic—interpretation of that for-
malism. There is no crucial experiment so far to decide
between Lorentz’s and Einstein’s interpretations; but if we
have to adopt action at a distance (non-locality: see Quan-
tum Theory and the Schism in Physics, Vol. 111 of the Post-
script, Preface 1982), then we would have to return to
Lorentz.

Incidentally, it took years before physicists began to come
to some agreement about the importance of Michelson’s
experiments: I do not contend that falsifications are usually
accepted at once (see the preceding section)—not even that
they are immediately recognised as potential falsifications.

(10) The ‘chance-discoveries’ of Roentgen and of Becquerel re-
futed certain (unconsciously held) expectations; especially
Becquerel’s expectations. They had, of course, revolution-
ary consequences.

(11) Wilhelm Wien’s (partially) successful theory of black body
radiation conflicted with the (partially) also very successful
theories of Sir James Jeans and Lord Rayleigh. (See preced-
ing section.) The refutation by Lummer and Pringsheim of
the radiation formula of Rayleigh and Jeans, together with
Wien’s work, leads to Planck’s quantum theory (see
L.Sc.D., p. 108). In this, Planck refutes his own theory, the
absolutistic interpretation of the entropy law, as opposed to
a probabilistic interpretation similar to Boltzmann’s.

'Cp. my ‘The Rationality of Scientific Revolutions’, in R. Harré, ed.: Problems
of Saentific Revolution, 1975, pp. 72-101; see section XII.
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(12) Philipp Lenard’s experiments concerning the photoelectric
effect conflicted, as Lenard himself insisted, with what was
to be expected from Maxwell’s theory. They led to Ein-
stein’s theory of light-quanta or photons (which were of
course also in conflict with Maxwell), and thus, much later,
to particle-wave dualism.

(13) The refutation of the Mach-Ostwald anti-atomistic and phe-
nomenalistic theory of matter: Einstein’s great paper on
Brownian motion of 1905 suggested that Brownian motion
may be interpreted as a refutation of this theory. Thus this
paper did much to establish the reality of molecules and
atoms.

(14) Rutherford’s refutation of the vortex model of the atom.8
This leads directly to Bohr’s 1913 theory of the hydrogen
atom, and thus, in the end, to quantum mechanics.

(15) Rutherford’s refutation (in 1919) of the theory that chemical
elements cannot be changed artificially (though they may
disintegrate spontaneously).

(16) The theory of Bohr, Kramers and Slater (see L.Sc.D., pp.
250, 243): this theory was refuted by Compton and Simon.
The refutation leads almost at once to the Heisenberg-Born-
Jordan quantum mechanics.

(17) Schrodinger’s interpretation of his (and de Broglie’s) theory
is refuted by the statistical interpretation of matter waves
(experiments of Davisson and Germer, and of George
Thomson, for instance). This leads to Born’s statistical in-
terpretation.

(18) Anderson’s discovery of the positron (1932) refutes a lot:
the theory of two elementary particles—protons and
electrons—is refuted; conservation of particles is refuted;
and Dirac’s own original interpretation of his predicted
positive particles (he thought they were protons) is refuted.
Some theoretical work of about 1930-31 is thereby corrobo-
rated. (For some details see Norwood Russell Hanson: The
Concept of the Positron, 1963; an excellent book.)

(19) The electrical theory of matter® elaborated by Einstein and

8Cp. my ‘The Rationality of Scientific Revolutions’, p. 90.
°Cp. The Introduction to Volume III of the Postscript. Cp. also my “The Ration-
ality of Scientific Revolutions’, p. 90, first new paragraph.
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Weyl, and held implicitly—and at any rate, pursued—by
Einstein to the end of his life (since he interpreted the unified
field theory as a theory of two fields, gravitation and electro-
magnetics), is refuted by the neutron and by Yukawa’s
theory of nuclear forces: the Yukawa Meson. This gives rise
to the theory of the nucleus.

(20) The refutation of parity conservation. (See Allan Franklin,
Stud. Hist. Philos. Sci. 10, 1979, p. 201.)

II1

Of course, it is understood that these refutations merely created
new problem situations which in their turn stimulated imaginative
and critical thought. The new theories which developed were thus
not direct results of the refutations: they were the achievements of
creative thought, of thinking men.

Another obvious remark is that, in a number of these cases, it
took time before the refutation was accepted as such: there often
were rearguard actions, sometimes even prolonged ones, before the
refutation was accepted —as amatter of course —asa refutation by all
competent persons, rather than interpreted in some other way. But
this was by no means always so: for example not in the cases (12)
(Lenard’s results were fairly quickly accepted), (13) to (17) and even
(18), though the refuted theory in this last case had a long afterlife.

There are of course exceptions to this analysis in terms of refuta-
tion followed by reconstruction. The greatest exception seems to be
Copernicus, whose aim was to give an alternative explanation of the
empirical facts explained by Ptolemy.! In order to make sure that

1¥What happened in the case of Copernicus was the reinterpretation of the facts

in terms of the old theory of Aristarchus, which. had largely been forgotten,
without any intention of having a crucial experiment. Copernicus wanted to say
that the same facts can be reinterpreted in the light of Aristarchus’s theory. Only
later did others notice that the facts may possibly be better interpreted in the light
of Copernicus’s theory, and that there are other advantages too. Another way of
utting this—although using different terminology from that which was employed
gy Copernicus—is to say that he proposed to substitute a different metaphysical
background; and that the Ptolemaic theory was a metaphysical theory that suffered
from grave difficulties: for example, the shell mechanism is violated by the comets
which penetrate it. It was only when it was recognized that the two alternative
theories have different empirical consequences that the matter became scientific, or
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this is really an exception one would have to study the case in more
detail, and especially the acceptance of the theory by scientists,
which may have been delayed until Galileo’s new empirical findings
mentioned under (2), which can be claimed to be refutations of
Ptolemy.

My theory of science was not intended to be an historical theory,
or to be a theory supported by historical or other empirical facts, as
I said before. Yet I doubt whether there exists any theory of science
which can throw so much light on the history of science as the theory
of refutation followed by revolutionary and yet conservative recon-
struction.!

v

This may be the place to mention, and to refute, the legend that
Thomas S. Kuhn, in his capacity as a historian of science, is the one
who has shown that my views on science (sometimes, but not by
me, called ‘falsificationism’) can be refuted by the facts; that is to
say, by the history of science.

I do not think that Kuhn has even attempted to show this. In any
case, he has done no such thing. Moreover, on the question of the
significance of falsification for the history of science, Kuhn’s and
my views coincide almost completely.

This does not mean that there are not great differences between
Kuhn’s and my views on science. I uphold the ancient theory of
truth (almost explicit in Xenophanes and Democritus and Plato
[Cratylus 385B-C), and quite explicit in Aristotle) according to
which truth is the agreement with the facts of what is being asserted.
Kuhn’s views on this fundamental question seem to me affected by
relativism; more specifically, by some form of subjectivism; and of
elitism, as proposed for example by Polanyi. Kuhn seems to me also

at least became a living research programme open to becoming scientific. Such tests
in fact became available with Galileo: with the phases of Venus, the moons of
Jupiter, and the differences in size of Venus, Mars, and Mercury. (The apparent
sizes of the planets should be constant if the earth is at the centre.) (See Objective
Knowledge, 1972, p. 173.)

See for example ‘The Rationality of Scientific Revolutions’, in Rom Harré, ed.,
Problems of Scientific Revolution, op. cit., section VIII, pp. 82f.
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affected by Polanyi’s fideism: the theory that a scientist must have
faith in the theory he proposes (while I think that scientists —like
Einstein in 1916 or Bohr in 1913 —often realize that they are
proposing conjectures that will, sooner or later, be superseded).
There are many other such points of difference, of which perhaps
the most important is my emphasis on objective rational criticism:
I regard as characteristic of ancient and modern science the critical
approach towards theories, from the point of view of whether they
are true or false. Another important point seems to me that Kuhn
doesnotseemto seethegreatimportance of themany purely scientific
revolutions that are 7ot connected with ideological revolutions. In
fact, he almost seems to identify these two.!?

But concerning either falsifiability or the impossibility of conclu-
sive proofs of falsification, and the part these play in the history of
science and of scientific revolutions, there does not seem any signifi-
cant difference whatever between Kuhn and me.

Kuhn, however, appears to see great differences between us here,
although he himself also stresses many similarities between his
views and mine. To explain these similarities he mentions that he
attended my William James Lectures at Harvard in 1950. He was
also, at the same time, I might add, one of the most active and most
critical members of my seminars (eight two-hour lectures and eight
two-hour seminars, I think). But it seems clear that he does not fully
remember what happened during these sessions; and by the time he
wrote his first book, The Copernican Revolution (1957; paperback
edition, 1959) he evidently retained only a very schematic memory
of my views, and considered me to be a ‘naive falsificationist’. Yetin
this book, Kuhn practically accepted my real views on the revolu-
tionary character of the evolution of science. He deviates from my
views only in upholding what I described above as ‘fideism’; for he
asserts ‘that a scientist must believe [my italics] in his system before
he will trust it as a guide to fruitful investigations of the unknown’."?
But Kuhn follows me fairly closely when he continues: ‘But the

2See my ‘The Rationality of Scientific Revolutions’, op. cit., pp. 72-101, esp. 87—
93.

T, S. Kuhn, The Copernican Revolution, pp. 75f. of the paperback edition,
1959. I have italicized the words ‘must believe’, because fideism is the only pointin
this passage where Kuhn deviates from me: I should have said the scientist may
believe; alternatively, he may accept ‘his system’ only tentatively (as we know from
Einstein, for example; or from Niels Bohr—at any rate before 1926).
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scientist pays a price for his commitment. . . . A single observation
incompatible with his theory [may demonstrate]!4 that he has been
employing the wrong theory all along. His conceptual scheme must
then be abandoned and replaced.”*

This is, obviously, ‘falsificationism’; in fact, something like a
‘methodological stereotype of falsification’, to cite Kuhn’s allusion
to me in his later book, The Structure of Scientific Revolutions
(1962, p. 77). But in his earlier book on Copernicus, Kuhn con-
tinues: ‘That, in outline, is the logical structure of a scientific
revolution. A conceptual scheme. . . finally leads to results that are
incompatible with observation . . Itis a useful outline, because the
incompatibility of theory and observation is the ultimate source of
every revolution in the sciences.’

This ‘useful outline’ of the logic of a scientific revolution is not
only falsificationist; it is a far more simplistic stereotype of falsifica-
tionism than anything I myself ever said in my writings, my lec-
tures, or my seminars; in fact, I have always been in full agreement
with the following more critical remark that Kuhn adds: ‘But his-
torically, the process of revolution is never [I should say: ‘hardly
ever’], and could not possibly [?Rutherford! See above] be, so
simple as the logical outline indicates. As we have already begun
to discover, observation is never absolutely incompatible with
a [theory].’

Of course I had already been stressing this point in 1934 (I had
always pointed out that ‘observation is theory impregnated’, just as
I also pointed out that it is impossible to produce an unquestionable
‘disproof’ of an empirically scientific theory. See section I above.)
was therefore puzzled when I read, in Kuhn’s second book, The
Structure of Scientific Revolutions (p. 77): ‘No process yet disclosed
by the historical study of scientific development at all resembles the
methodological stereotype of falsification by direct comparison
with nature’ [italics mine].

What did Kuhn mean by this? That the historical process does not
at all resemble a process of falsification, or that it does not resemble
that ‘stereotype’ which he characterizes as the ‘direct comparison
with nature’, which he elsewhere calls ‘naive falsificationism’, and
which I, for one, had always rejected?

“Loc. cit. Kuhn writes ‘demonstrates’.
1] dislike the term ‘his conceptual scheme’; I should have said: ‘his theory’.
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Now it turns out that it is my own theory that Kuhn has in mind
when he speaks of a ‘stereotype’ of falsification. For elsewhere (in
P. A. Schilpp, ed., The Philosophy of Karl Popper, p. 808), he
writes: ‘Sir Karl is not, of course a naive falsificationist. He knows
all that has just been said and has emphasized it from the beginning
of his career. . . . Though be is not a naive falsificationist, Sir Karl
may, I suggest, legitimately be treated as one.’ [The italics are mine.]

This passage is really astonishing. It is exactly like saying: ‘Al-
though Popper is not a murderer, he may, I suggest, legitimately be
treated as one.’

There are no real arguments in Kuhn’s paper leading up to this
astonishing verdict; except that he believes that my own arguments
against what he calls ‘naive falsificationism’ threaten ‘the integrity of
[my] basic position’. But what he wrongly believes to be my ‘basic
position’ is only the legend or paradigm according to which Popper
is a naive falsificationist. The argument (if one can call it that) is
circular.

I believe that Kuhn really believes what he writes. Yet how can
he? I have tried out several explanatory theories. Only one of them
seems at all plausible to me. It is that Kuhn, early in his career,
formed a theory of my views which became his paradigm of Popper:
Popper was the man who replaced verificationism by (‘naive’) falsifi-
cationism. Kuhn formed this paradigm (according to his own indi-
cations) before he ever read any of my writings. When at last he read
The Logic of Scientific Discovery, he read it in the light of this
paradigm. Many passages in this book (one on the page immediately
after my introduction of the idea of falsification) showed that I did
not conform to his paradigm. But, as we have learnt from Kuhn,
paradigms are not given up so easily.1¢

The issue now is this. Am I really the man who had naive

1¥Kuhn’s contribution to P. A. Schilpp, ed., The Philosophy of Karl Popper (Vol.
I1, pp. 798-819), is a very pleasantly written criticism of the legendary naive falsi-
ficationist K. R. P. Kuhn is so convinced that he knows my opinions and their
weaknesses that, with my books in his hands, he tells me of ‘locutions’ such as
“falsification’ or ‘refutation’ which are ‘antonyms of “proof” ’. But in the Index of
Subjects of my L.Sc.D. he could have found: ‘Disproof, no conclusive disproof [of
a theory] can be produced, 42, 50, 81-87." This and many other remarks in his
contribution show what happens to a reader of a book if he has a ‘paradigm’ of what
must be found in it and what not. Altogether I find that a lot of historians of science
are very bad (that is, prejudiced) readers.
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falsificationism as the linchpin of his thought? Is the Kuhnian
paradigm true? May I ‘legitimately be treated as’ a ‘naive falsifica-
tionist’, even though Kuhn admits, after looking at The Logic of
Scientific Discovery, that, as early as 1934, I was not one?

It so happens that the real linchpin of my thought about human
knowledge is fallibilism and the critical approach; and that I see, and
saw even before 1934 (see my Die beiden Grundprobleme der
Erkenntnistheorie), that human knowledge is a very special case of
animal knowledge. My central idea in the field of animal knowledge
(including human knowledge) is that it is based on inherited knowl-
edge. It is of the character of unconscious expectations. It always
develops as the result of modification of previous knowledge. The
modification is (or is like) a mutation: it comes from inside, it is of
the nature of a trial balloon, it is intuitive or boldly imaginative. Itis
thus of a conjectural character: the expectation may be disap-
pointed, the balloon or bubble may be pricked: all the information
received from outside is eliminative, selective.

The special thing about human knowledge is that it may be
formulated in language, in propositions. This makes it possible for
knowledge to become conscious and to be objectively criticizable
by arguments and by tests. In this way we arrive at science. Tests are
attempted refutations. All knowledge remains fallible, conjectural.
There is no justification, including, of course, no final justification
of a refutation. Nevertheless we learn by refutations, i.e., by the
elimination of errors, by feedback.!'” In this account there is no
room at all for ‘naive falsification’.

A%

Another objection to my theory of knowledge is better founded,
even though its impact on my theory is negligible. It is the admitted
failure of a definition (of verisimilitude, or approximation to truth)
which I proposed in 1963.18

Let me first explain with two examples, (1) and (2), the only kind
of use of the idea of verisimilitude that is likely to be made in my
theory of knowledge (or in that of anybody else).

I do not think that Norbert Wiener, in his Cybernetics, referred to Darwinism
or to the elimination of error (trial and error).
18See Conjectures and Refutations, Chapter 10.
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(1) The statement that the earth is at rest and that the starry
heavens rotate round it is further from the truth than the statement
that the earth rotates round its own axis; that it is the sun that is at
rest; and that the earth and the other planets move in circular orbits
round the sun (as Copernicus and Galileo proposed). The statement
due to Kepler that the planets do not move in circles but in (not very
elongated) ellipses with the sun in their common focus (and with the
sun at rest, or spinning round its axis) is a further approximation to
the truth. The statement (due to Newton) that there exists a space at
rest but that, apart from rotation, its position cannot be found by
observation of the stars or of mechanical effects, is a further step
towards the truth.

(2) Gregor Mendel’s ideas about heredity were nearer to the
truth, it seems, than Charles Darwin’s views. The later breeding
experiments with fruit flies led to further improvements of the
verisimilitude of the theory of heredity. The idea of a gene pool of
a population (a species) was a further step. But the greatest steps by
far were those that culminated in the discovery of the genetic
code.

These examples, (1) and (2), show, I believe, that a formal defini-
tion of verisimilitude is not needed for talking sensibly about it. (See
also below, pp. 261-278.)

Why, then, did I try to give a formal definition?

I have often argued against the need for definitions. They are
never really needed, and rarely of any use, except in the following
sort of situation: we may by introducing a definition show that not
only are fewer basic assumptions needed for a good theory but that
our theory can explain more than without the definition. In other
words, a new definition is of interest only if it strengthens a theory.
I thought that I could do this with my theory of the aims of science:
the theory that science aims at truth and the solving of problems of
explanation, that is, at theories of greater explanatory power,
greater content, and greater testability. The hope further to
strengthen this theory of the aims of science by the definition of
verisimilitude in terms of truth and of content was, unfortunately,
vain. But the widely held view that scrapping this definition weak-
ens my theory is completely baseless. I may add that I accepted the
criticism of my definition within minutes of its presentation, won-
dering why I had not seen the mistake before; but nobody has ever
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shown that my theory of knowledge, which I developed at least as
early as 1933 and which has been growing lustily ever since and
which is much used by working scientists, is shaken in the least by
this unfortunate mistaken definition, or why the idea of verisimili-
tude (which is not an essential part of my theory) should not be used
further within my theory as an undefined concept.

The assertion that my authority is damaged by this incident is
obviously true, but I have never claimed or wished to have any
authority. The assertion that my theory is damaged has been ad-
vanced without even attempting to give a reason, and seems to me
just incompetent.

VI

It is also sometimes objected to my theory that it cannot answer
Nelson Goodman’s paradox.?

That this is not so will be seen from the following considerations
which show, by a simple calculation, that the evidence statement e,
‘all emeralds observed before the 1st of January of the year 2000 are
green’ does not make the hypothesis b,, “all emeralds are green, at
least until February 2000° more probable than the hypothesis “all
emeralds are blue, for ever and ever, with the exception of those that
were observed before the year 2000, which are green’. This is not a
paradox, to be formulated and dissolved by linguistic investiga-
tions, but it is a demonstrable theorem of the calculus of probabil-
ity. The theorem can be formulated as follows:

The calculus of probability is incompatible with the conjecture
that probability is ampliative (and therefore inductive).

The idea that probability is ampliative is widely held. It is the idea
that evidence e—say, that all swans in Austria are white—will
somehow increase the probability of a statement that goes beyond e,
such as b,, ‘all (or most) swans in regions bordering Austria are
white’. In other words, the idea is that the evidence makes things

Y[See W. W. Bartley, IIl, ‘Eine Lésung des Goodman-Paradoxons’, in G.
Radnitzky und Gunnar Andersson: Voraussetzungen und Grenzen der Wissens-
chaft (Tibingen, 1982), pp. 347-358; and in ‘Rationality, Criticism and Logic,’
Philosophia 11, February 1982, esp. pp. 169-173, and the references given therein.
Ed.]
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beyond what it actually asserts at least a little more probable. (This
view was strongly defended by Carnap, for example.)

The view that probability is ampliative was suggested especially
by the following theorem (b = hypothesis; e = empirical evidence;
b = background knowledge):

Let p(h,b) # 0. Further, let e be favourable evidence (that is, e
follows from b in the presence of b, so that p(e,b) # 1and p(e,hb) =
1). Then p(h,eb) > p(h,b). That is to say, the favourable evidence e
makes » more probable, even though b says more than e. And this
holds for every new e, e,, . . . , which satisfy similar conditions.

It therefore seems that increasing favourable evidence goes on
supporting h; and so it seems that the support is ampliative.

But this is an illusion, as can be shown as follows:

Let b, and b, be any two hypotheses supported by e in the
presence of b, so that

p(e,b) # 1 and p(e,hb) = p(e,h,b) = 1;

let R,, (prior) = p(h,,b)/p(h,,b) be the ratio of the probabilities
of b, and b, prior to the evidence e; and let

R, (posterior) = p(h,,eb)/p(h,eb)

be the ratio of the two probabilities posterior to the evidence e.
Then we have, for any 5,, for any b, and for any e that satisfy the
above conditions:

R,, (prior) = R, , (posterior).
This follows almost immediately from
p(abc) = p(ab,c)/p(b.c),

that is, from Bayes’s theorem.
What does

R, (posterior) = R, , (prior)

signify? It says that the evidence does not change the ratio of the
prior probabilities, whether we have calculated them or freely as-
sumed them, provided the two hypotheses can both explain the
evidence e. But this means that if we let

h, = all swans in some region greater than Austria are white;
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h,

all swans in the world are violet except those in Austria which
are white;

e = all swans in Austria are white,

then, assuming any prior probability for 4, and 4, you like: their
ratio R, , (prior) remains unaffected by the evidence. Thus there is no
spill-over, no ampliative support: there is no ampliative probability,
neither for swans nor for emeralds. And this is not absurd, but
tautological (and it is completely unaffected by translation) and has
nothing whatever to do with the question whether the language
used is the usual (‘entrenched’) one or an unusual language.
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So much is certain: that nothing is better adapted to form a mind
which is capable of a great development, than living and partici-
pating in great scientific revolutions. I would therefore counsel all
those whom the period they live in has not naturally presented
with this advantage, to procure it artificially for themselves, by
reading the writings of those periods in which the sciences have
suffered great changes. To peruse the writings of the most opposite
systems, and to extract their hidden truth, to answer questions
raised by these opposite systems, to transfer the chief theories of
the one system into the other, is an exercise which cannot be
sufficiently recommended to the student. He would certainly be
rewarded for this labour, by becoming as independent as possible
of the narrow opinions of his age.

Hans CHrisTiIAN OERSTED!

Mathematicians may flatter themselves that they possess new
ideas which mere human language is as yet unable to express. Let
them make the effort to express these ideas in appropriate words
without the aid of symbols, and if they succeed, they will not only
lay us laymen under a lasting obligation, but, we venture to say,
they will find themselves very much enlightened during the pro-
cess, and will even be doubtful whether the ideas as expressed in
symbols had ever quite found their way out of the equations into
their minds.

JaMEs CLERK MAXWELL?

'Hans Christian Oersted: ‘Observations on the History of Chemistry: A Lec-
ture, 1805-1807", in The Soul in Nature, with Supplementary Contributions (Lon-
don: Henry G. Bohn; 1852), p. 322.

2Scientific Papers of James Clark Maxwell, ed. W. D. Niven, Vol. Il (Cambridge,
1890), p. 328; reprinted from Nature 7, March 27, 1873, p. 400: Review of
Thomson’s & Taite’s Elements of Natural Philosophy.
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PREFACE, 1956
ON THE NON-EXISTENCE OF SCIENTIFIC METHOD

But in fact, we know nothing from having seen it; for the truth is
hidden in the deep.

DemocriTus !

As arule, I begin my lectures on Scientific Method by telling my
students that scientific method does not exist. I add that I ought to
know, having been, for a time at least, the one and only professor of
this non-existent subject within the British Commonwealth.

It is in several senses that my subject does not exist, and I shall
mention a few of them.

First, my subject does not exist because subject matters in gen-
eral do not exist. There are no subject matters; no branches of
learning—or, rather, of inquiry: there are only problems, and the
urge to solve them. A science such as botany or chemistry (or say,
physical chemistry, or electrochemistry) is, I contend, merely an
administrative unit. University administrators have a difficult job
anyway, and it is a great convenience to them to work on the
assumption that there are some named subjects, with chairs attached
to them to be filled by the experts in these subjects. It has been said
that the subjects are also a convenience to the student. I do not
agree: even serious students are misled by the myth of the subject.
And I should be reluctant to call anything that misleads a person a
convenience to that person.

'See Hermann Diels: Die Fragmente der Vorsokratiker, ed. Walther Kranz, 6.
Auflage, 1951, Vol. II, p. 166; 68 B 117.
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So much about the non-existence of subjects in general. But
Scientific Method holds a somewhat peculiar position in being even
less existent than some other non-existent subjects.

What I mean is this. The founders of the subject, Plato, Aristotle,
Bacon and Descartes, as well as most of their successors, for exam-
ple John Stuart Mill, believed that there existed a method of finding
scientific truth. In a later and slightly more sceptical period there
were methodologists who believed that there existed a method, if
not of finding a true theory, then at least of ascertaining whether or
not some given hypothesis was true; or (even more sceptical)
whether some given hypothesis was at least ‘probable’ to some
ascertainable degree.

I assert that no scientific method exists in any of these three
senses. To put it in a more direct way:

(1) There is no method of discovering a scientific theory.

(2) There is no method of ascertaining the truth of a scientific
hypothesis, that is, no method of verification.

(3) There is no method of ascertaining whether a hypothesis is
‘probable’, in the sense of the probability calculus.

Having thus explained to my students that there is no such thing
as scientific method, I hasten to begin my discourse, and we get very
busy. For one year is hardly enough to scratch the surface of even a
non-existent subject.

What do I teach my students? And how can I teach them?

I am a rationalist. By a rationalist I mean a man who wishes to
understand the world, and to learn by arguing with others. (Note
that I do not say a rationalist holds the mistaken theory that men are
wholly or mainly rational.) By ‘arguing with others’ I mean, more
espetially, criticizing them; inviting their criticism; and trying to
learn from it. The art of argument is a peculiar form of the art of
fighting—with words instead of swords, and inspired by the inter-
est of getting nearer to the truth about the world.

I do not believe in the current theory that in order to make an
argument fruitful, the arguers must have a great deal in common.?2

%[See ‘The Myth of the Framework’, in The Abdication of Philosophy: Philoso-
phy and the Public Good. Essays in Honor of Paul Arthur Schilpp, ed. Eugene
Freeman, 1976, pp. 23—48; and ‘Addendum: Facts, Standards, and Truth: A
Further Criticism of Relativism’, in The Open Society and Its Enemies, fourth
edition, 1962, pp. 369-396. Ed.]
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On the contrary, I believe that the more different their back-
grounds, the more fruitful the argument. There is not even a need
for a common language to begin with: had there been no tower of
Babel, we should have had to build one. Diversity makes critical
argument fruitful. The only things which the partners in an argu-
ment must share are the wish to know, and the readiness to learn
from the other fellow, by severely criticizing his views—in the
strongest possible version that can be given to his views—and
hearing what he has to say in reply.

I believe that the so-called method of science consists in this kind of
criticism. Scientific theories are distinguished from myths merely in
being criticizable, and in being open to modifications in the light of
criticism. They can be neither verified nor probabilified.

My critical—or, if you prefer, my heretical—attitude influences,
of course, my attitude towards my fellow philosophers.

You may have heard the story of the soldier who found that his
whole battalion (except himself, of course) was out of step. I
constantly find myself in this entertaining position. And I am very
lucky, for, as a rule, a few of the other members of the battalion are
quite ready to fall into step with me. This adds to the confusion;
and since I am not an admirer of philosophical discipline, I am quite
content as long as enough members of the battalion are sufficiently
out of step with me and with one another.

Some of the things which put me out of step and which I like to
criticize are:

(1) Fashions: I do not believe in fashions, trends, tendencies, or
schools, either in science or in philosophy. In fact, I think that the
history of mankind could well be described as a history of outbreaks
of fashionable philosophical and religious maladies. These fashions
can have only one serious function—that of evoking criticism.
Nonetheless I do believe in the rationalist tradition of a common-
wealth of learning, and in the urgent need to preserve this tradition.

(2) The aping of physical science: 1 dislike the attempt, made in
fields outside the physical sciences, to ape the physical sciences by
practising their alleged ‘methods—measurement and ‘induction
from observation’. The doctrine that there is as much science in a
subject as there is mathematics in it, or as much as there is measure-
ment or ‘precision’ in it, rests upon a complete misunderstanding.
On the contrary, the following maxim holds for all sciences: Never
aim at more precision than is required by the problem in hand.

7
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Thus I have no faith in precision: I believe that simplicity and
clarity are values in themselves, but not that precision or exactness is
a value in itself. Clarity and precision are different and sometimes
even incompatible aims. I do not believe in what is often called an
‘exact terminology’: I do not believe in definitions,? and I do not
believe that definitions add to exactness; and I especially dislike
pretentious terminology and the pseudo-exactness concerned with
it. What can be said can and should always be said more and more
simply and clearly.

(3) The authority of the specialist: 1 disbelieve in specialization
and in experts. By paying too much respect to the specialist, we are
destroying the commonwealth of learning, the rationalist tradition,
and science itself.

To conclude, I think that there is only one way to science—or to
philosophy, for that matter: to meet a problem, to see its beauty and
fall in love with it; to get married to it, and to live with it happily, till
death do ye part—unless you should meet another and even more
fascinating problem, or unless, indeed, you should obtain a solu-
tion. But even if you do obtain a solution, you may-then discover, to
your delight, the existence of a whole family of enchanting though
perhaps difficult problem children for whose welfare you may
work, with a purpose, to the end of your days.*

[See The Open Society and Its Enemies, 1945, Chapter 11; and Unended Quest,
section 7. Ed.
YThis Preface, 1956’ was read at a meeting of the Fellows of the Center for

Advanced Study in the Behavioral Sciences at Stanford, California, in November
1956. Ed.)
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CHAPTER |

INDUCTION

But as for certain truth, no man has known it,

Nor will he know it; neither of the gods,

Nor yet of all the things of which I speak.

And even if by chance he were to utter

The perfect truth, he would himself not know it:

For all is but a woven web of guesses.
XENOPHANES

IN THi1s introductory chapter, the problem of induction is treated
more fully and in a wider setting than in my Logic of Scientific
Discovery (L.Sc.D., for short) to which the present work is a sequel:
here I shall discuss all its more interesting ramifications of which I
am aware.

In section 2, I try to give an outline of my theory of knowledge,
to re-formulate the problem of induction, and to re-state its solu-
tion. The discussion of the views—Ilargely metaphysical views—
which tend to prevent this solution from being accepted is carried
on to section 16, entitled ‘Difficulties of Metaphysical Realism. By a
Metaphysical Realist’.

Chapters Two and Three (sections 17 to 26) are concerned with
the problem of demarcation—the demarcation between science
and metaphysics. (I do not attempt to demarcate between sense and
nonsense.) There I try to show that the problem of demarcation,
and its solution by a testability criterion of demarcation, have a
significance which reaches far beyond the borders of philosophy.

Chapter Three (sections 27 to 32) is concerned with the problem
of corroboration, and of introducing the technical term ‘degree of
corroboration’. I try to show that this problem is of some interest, in
view of the problem situation existing in the philosophy of science;
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for its solution corrects the widespread but mistaken belief that
scientific induction can help us to assess the probability of a hypoth-
esis.

1. A Puzzled Philosopher Abroad.

Not long after I first came to London, in the autumn of 1935,
about a year after the publication of my Logik der Forschung
(L.d.F., for short), I was taken to a meeting of the Aristotelian
Society. Bertrand Russell, whom I had long admired as the greatest
philosopher since Kant, read a paper on ‘The Limits of Empiri-
cism’.! Believing that our empirical knowledge was obtained by
induction, and deeply impressed by the force of Hume’s criticism,
Russell suggested that we had to assume some principle of induction
which could not be based upon induction in its turn; a principle
whose adoption marked the limits of empiricism. Russell’s position
was almost the same as one which, rightly or wrongly, I had
ascribed to Kant in the first section of my L.d.F.

Having been invited to participate in the discussion, I said that I
did not believe in induction at all, although I did believe in empiri-
cism—an empiricism which did not impose upon itself those Kant-
ian limits which Russell was prepared to accept. This statement
(which I formulated as pointedly as I could manage with the little
English at my disposal) was taken for a joke by the audience, who
graciously laughed and clapped. I then suggested that the whole
trouble was due to the mistaken belief that scientific knowledge was
an especially strict or certain or august kind of knowledge. This
statement met with the same reception as the first. I concluded with
an attempt to explain that, in the usual sense of ‘know’, whenever I
know that it is raining, it must be true that it is raining; for if it is not
true, then I simply cannot know that it is raining, however sincerely
I may believe that I know it. In this sense of the word, ‘knowledge’
always means ‘true and certain knowledge’; and ‘to know’ means, in
addition, to be in possession of sufficient reason for holding that our
knowledge is true and certain. But, I said, there was no such thing as
scientific knowledge in this sense. If, nonetheless, we chose to label

'Published in the Proceedings of the Arist. Soc. 36, 1936, pp. 131-150. My
remarks alluded especially to pp. 146ff. [See Popper’s Unended Quest, 1976,
section 22. Ed.]
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the results of our scientific endeavours with the customary name
‘scientific knowledge’, then we ought to be clear that scientific
knowledge was not a species of knowledge; least of all, a species
distinguished by a high degree of solidity or certainty. On the
contrary, measured by the high standards of scientific criticism,
‘scientific knowledge’ always remained sheer guesswork—although
guesswork controlled by criticism and experiment. (It could not
even attain any positive degree of ‘probability’ if this term was used
in the sense of the probability calculus, for example, in the form
given to it by Keynes or Jeffreys.) I ended by saying that merely by
recognizing that scientific knowledge consists of guesses or hypo-
theses, we can solve the problem of induction without having to
assume a principle of induction, or any limits to empiricism.

My little speech was well received, which was gratifying, but for
the wrong reasons, which was puzzling. For it had been taken as an
attack upon science, and perhaps even as an expression of a some-
what superior attitude towards it.

Admittedly, I had attacked, by implication, Science with a capital
‘S’, and those of its devotees who were ready to take its pronounce-
ments as gospel truth. But I knew, of course, that Russell, with his
deep and critical understanding of science, and his love of truth, was
no such devotee. Thus the dismissal of Science with a capital ‘S’,
although implicit in what I had said, had not been my main point at
all. Rather, what I had hoped to convey to the audience was this: if
we assume that what is called ‘scientific knowledge’ consists only of
guesses or conjectures, then this assumption is sufficient for solving
the problem of induction—called by Kant ‘the problem of Hume’—
without sacrificing empiricism; that is to say, without adopting a
principle of induction and ascribing to it a priori validity. For
guesses are not ‘induced from observations’ (although they may, of
course, be suggested to us by observations). This fact allows us to
accept without reservation (and without Russell’s limits of empiri-
cism) Hume’s logical criticism of induction and to give up the search
for an inductive logic, for certainty, and even for probability, while
continuing in our scientific search for truth.

This, my main point, was lost. And I realized that it could hardly
have been otherwise. For if people think on inductive lines—and
who does not?>—then a remark like ‘I do not believe in induction’
can hardly be interpreted in any other sense than ‘I do not believe in

I3



INDUCTION

science’. Nor do I think that I should have conveyed my meaning
better had I begun, say, with the words, ‘I believe in the greatness of
science, but I do not believe that the methods or procedures of
science are inductive in any sense’. Had I said this, people would no
doubt have heard ‘Science’ in place of ‘science’, and they might have
concluded that I wanted to uphold some doctrine of intuition or
intuitionism, or perhaps some form of scientific authoritarianism.

Having just used two ‘isms’, I may perhaps mention that I have
often been reproached, even by some of my most sympathetic
philosophic friends, for my bad habit of discussing philosophy in
terms of ‘isms’; and I am quite ready to admit that it might be more
straightforward if, without any reference to ‘isms’, one could just
explain one’s tenets, state one’s arguments, and be done with it. But
my puzzling experience illustrates why this method does not always
work. We never address ourselves to completely open minds. How-
ever open minded an audience may be, they cannot help har-
bouring, if only subconsciously, connected theories, views, and
expectations about the world, and even about the ways in which we
learn to know it. They have adopted positions; usually typical
positions: ‘isms’.

Most of us, especially most philosophers, hold a great number of
theories consciously, and after critical examination; and we may be
prepared both to defend these by argument and to give them up
when good arguments are brought against them. But we all also
hold theories which we take for granted more or less unconsciously
and therefore uncritically; and these uncritically held theories often
contain the strongest reason for continuing to hold those other
theories consciously. That this is so has been known for a long time:
Bacon described such unconscious assumptions as idols and as
prejudices. In Plato’s Dialogues, Socrates frequently makes his part-
ners realize that certain positions taken up by them imply that they
hold theories or views of which they are not fully aware and which
sometimes are even mutually conflicting. Before him, Parmenides
speaks of delusive opinions uncritically held by ‘the mortals’.

One of the oldest, more interesting and perhaps more important
tasks of philosophy is the critical examination of such ‘positions’
and the theories or views they involve—especially those whigh are
uncritically taken for granted. In doing so it is often found that there
are clusters of related views related by common assumptions, by
common preferences, or by common dislikes. Obviously it is often
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convenient and even necessary to give names to these positions, or
views, or clusters of views. Hence the ‘isms’.

That ‘isms’ have gone out of fashion in modern philosophy, and
that using them or similar names is felt to be a sign of bad taste, is
due to the fact that the critical discussion of theories or positions or
clusters of views has gone out of fashion. But fashions, especially in
philosophy, should not be accepted. They should be examined
critically because they are themselves nothing but ‘isms’—‘isms’
adopted uncritically.

All this bears on induction. Many philosophers and even some
scientists believe that induction is an undeniable fact of common
sense: that the actual use of what is now often called ‘inductive
procedures’ cannot be seriously denied. This may or may not be so
(see section 3 below). But we should at any rate learn to listen to
those who deny facts of common sense. Philosophers have been
extremely patient in listening to people who asserted and others
who denied the existence of tables and chairs, or meteorites, or
ghosts (both in and out of machines), or analytic statements. But the
discussions of all these assertions and ‘isms’ are not nearly so
fundamental for philosophy as the one about the existence or non-
existence of inductive procedures. So let us discuss the matter
critically. Perhaps the assumption that inductive procedures—an
‘inductive logic’—exist is, after all, a prejudice, so that all that does
exist is merely a myth, a mistaken ‘ism’ (‘inductivism’).

If there is such a thing as inductivism, then this helps explain why
‘isms’ are unfashionable. For such things as uncritically held ‘isms’
are a danger to inductivism. Bacon saw this. But his remedy—purge
your mind—was naive. So it has seemed better to inductivists to
look away, or else to study ‘isms’ inductively.

These theories which, if held unconsciously, are obviously held
uncritically, are often incorporated in our language; and not only in
its vocabulary, but also in its grammatical structure. This was first
seen, to my knowledge, by Bertrand Russell, when he pointed out
that many philosophical theories depend on the mistaken assump-
tion that “all propositions are reducible to subject-predicate form’,
an assumption which is closely connected with the grammatical
structure of Indo-European languages.? Later, a similar doctrine

2Bertrand Russell, A Critical Examination of the Philosophy of Leibniz, 1900.
See for example p. 15 where Russell, I suppose for the first time in his writings,
refers to what has later been called ‘pseudo propositions’—that is to say, ‘a
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was developed by Benjamin Lee Whorf who stressed, more espe-
cially, the dependence of our idea of time upon our language.?

These facts about language are sometimes used to defend the
following radical conclusion. We are, intellectually, it may be said,
the prisoners of our language: we cannot think except in terms of
theories (of substance, or of space and time, for example) which,
unknown to us, are incorporated in our language; and we cannot
escape by our own efforts—for example by means of a critical
discussion—from our prison, for the critical discussion would have
to be conducted with the help of our language; and it would there-
fore remain within it—within the prison. Only by learning a new
language of a different structure—one which is essentially not fully
translatable into our old language—and therefore only through the
clash with a new culture, and a conversion to the new culture, could
we be freed from our prison; or rather, could we enter another
prison, possibly a bigger one.

It seems to me that there is a great deal in this doctrine of
imprisonment, but that its consequences are exaggerated. Though
the help rendered by culture clash may be immensely valuable, we
may sometimes do without it: we may succeed by our own critical
efforts in breaking down one or another of our prison walls. Russell
did so when he discovered, or became aware of, one of these walls
through a critical study of Leibniz’s philosophy. Awareness of any
of these walls amounts to its destruction, since the imprisonment is
intellectual: it largely consists in our intellectual blindness to the
prison walls.

It must be admitted that Russell’s discovery and the consequent
destruction of one of the prison walls did not free him—or us—
completely. Some of the old walls still stand, just because we have
not become aware of them; and even the destruction of the intangi-
ble wall for which our subject-predicate grammar was responsible
does not mean that we can now escape into the open. We can merely
escape into a wider prison (that of a language of relations). This fact,
however, should not depress us. A life sentence confining us to an

meaningless form of words’ which may be mistaken for a proposition. See also
Russell’s article ‘Logical Atomism’ in J. H. Muirhead, ed. Contemporary British
Philosophy, First Series, 1924, pp. 360 and 367f., concerning ‘the influence of
language on philosophy’ and more especially on ‘the substance-attribute metaphy-
sic’; and see also p. 61 of his book My Philosophical Development, 1959.

See B. L. Whorf, Language, Thought and Reality, 1956.
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intellectual prison from which we can, in principle, free ourselves
by escaping into a wider one, and then on into another that is wider
still, with no pre-assigned limits, is not only a bearable sentence but
one that opens up a thrilling prospect of fighting for freedom: a
worthy task for our intellectual life.

There are several completely analogous ways of being intellectu-
ally imprisoned. We may be |mprlsoned not merely in a language,
but also in various systems of assumptions or theories or points of
view (they have been called ‘total ideologies™) within a language;
assumptions of which we may be unaware and which for this reason
we may be unable to criticize or to transcend. Though all this is to be
admitted, it should not be exaggerated. It is often said, for example,
that a discussion cannot be fruitful unless the participants agree on
fundamentals, or share some common background or ‘conceptual
framework’.® I deny the truth of any such assertion. Though a
discussion may be very satisfactory for the participants if they agree
on all important points, it will be more fruitful under less pleasant
conditions.

It is one of the tasks of philosophical criticism to make conscious
these various systems of beliefs, so that after a searching examina-
tion we may tentatively choose the best available. But this means
that we must understand, examine, compare, and criticize coherent
systems of assumptions, that is to say, ‘approaches’, or ‘isms’ (such
as inductivism, or positivism, or intuitionism). In that meeting of
the Aristotelian Society, my attempt to explain my solution was
bound to fail because I had no opportunity to analyse, and to
criticize, the approach or attitude which I have called ‘inductivism’,
an attitude which was bound to put upon my words an interpreta-
tion which I had not intended.

Thinking people tend to develop some framework into which
they try to fit whatever new idea they may come across; as a rule,
they even translate any new idea which they meet into a language
appropriate to their own framework. One of the most characteristic
tasks of philosophy is to attack, if necessary, the framework itself.

‘A criticism of the doctrine of ‘total ideologies’ and of similar sociologistic
constructions will be found in chapter 23 of my Open Society, op. cit.; see for
example the reference to Einstein’s criticism of our ‘categorial apparatus’ on p. 220.

*[See “The Myth of the Framework’, op. cit., and ‘Addendum: Facts, Standards,
and Truth: A Further Criticism of Relativism’ , in The Open Society, op. cit. Ed.]
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And in order to do so, it may become necessary to attack beliefs
which, whether or not they are consciously held, are taken so much
for granted that any criticism of them is felt to be perverse or
insincere. Whenever the framework itself is attacked, its defenders
will as a rule interpret, and attempt to refute, the attack within their
own adopted framework. But in trying to translate critical argu-
ments directed against the framework into a language appropriate to
that framework, they are liable to produce fatal distortions and
misunderstandings. A discussion in terms of ‘isms’ may diminish
this to some extent by constantly stressing the fact that the frame-
work itself is under fire.

2. The Critical Approach: Solution of the Problem of Induction.

I do not believe in Belief.
E. M. ForsTER

During the many years that have gone by since that meeting of the
Aristotelian Society it never occurred to me that my own approach,
my own framework, might be more liable to misunderstandings
than others—that it might clash more seriously with certain widely
held and unconsciously accepted views—and that as a consequence
people might misinterpret my approach by identifying it with some
form of irrationalism, scepticism, or relativism. It was only recently
that I began to suspect this, and to suspect that my own approach to
the theory of knowledge was more revolutionary, and for that
reason more difficult to grasp, than I had thought. This suspicion
arose from a new way of viewing my own approach, and its relation
to the problem situation in philosophy; a way that was suggested to
me by my friend W. W. Bartley, III. His views are striking in
themselves.! But they also explain why certain misunderstandings
of my position are almost bound to arise.

'Some of these views have now been published; see W. W. Bartley, III: The
Retreat to Commitment, 1962, and ‘Rationality versus the Theory of Rationality’,
in The Critical Approach to Science and Philosophy, ed. Mario Bunge, 1964. [See
also now my “The Philosophy of Karl Popper, Part III: Rationality, Criticism, and
Logic’, Philosophia, 1982. Ed.] My remarks in the text are based not upon these
publications but upon conversations with Bartley prior to their publication. The
present section was partly rewritten in 1979.
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The central problem of the philosophy of knowledge, at least
since the Reformation, has been this. How can we adjudicate or
evaluate the far-reaching claims of competing theories and beliefs? I
shall call this our first problem. This problem has led, historically, to
a second problem: How can we justify our theories or beliefs? And
this second problem is, in turn, bound up with a number of other
quesuons What does a justification consist of? and, more espe-
cially: Is it possible to ]ustnfy our theories or beliefs rattonal[y that
is to say, by giving reasons—‘positive reasons’ (as I shall call them),
such as an appeal to observation; reasons, that is, for holding them
to be true, or to be at least ‘probable’ (in the sense of the probability
calculus)? Clearly there is an unstated, and apparently innocuous,
assumption which sponsors the transition from the first to the
second question: namely, that one adjudicates among competing
claims by determining which of them can be justified by positive
reasons, and which cannot.

Now Bartley suggests that my approach solves the first problem,
yet in doing so changes its structure completely. For I reject the
second problem as irrelevant, and the usual answers to it as incor-
rect. And I also reject as incorrect the assumption that leads from
the first to the second problem. I assert (differing, Bartley contends,
from all previous rationalists except perhaps those who were driven
into scepticism) that we cannot give any positive justification or any
positive reason for our theories and our beliefs. That is to say, we
cannot give any positive reasons for holding our theories to be true.
Moreover, I assert that the belief that we can give such reasons, and
should seek for them is itself neither a rational nor a true belief, but
one that can be shown to be without merit.

(I was just about to write the word ‘baseless’ where I have written
‘without merit’. This provides a good example of just how much our
language is influenced by the unconscious assumptions that are
attacked within my own approach. It is assumed, without criticism,
that only a view that lacks merit must be baseless—without basis, in
the sense of being unfounded, or unjustified, or unsupported.
Whereas, on my view, all views—good and bad—are in this impor-
tant sense baseless, unfounded, unjustified, unsupported.)

In so far as my approach involves all this, my solution of the
central problem of justification—as it has always been
understood—is as unambiguously negative as that of any irrational-
ist or sceptic.
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Yet I differ from both the sceptic and the irrationalist in offering
an unambiguously affirmative solution of another, third, problem
which, though similar to the problem of whether or not we can give
valid positive reasons for holding a theory to be true, must be
sharply distinguished from it. This third problem is the problem of
whether one theory is preferable to another—and, if so, why. (I am
speaking of a theory’s being preferable in the sense that we think or
conjecture that it is a closer approximation to the truth, and that we
even have reasons to think or to conjecture that it is so.)

My answer to this question is unambiguously affirmative. We can
often give reasons for regarding one theory as preferable to another.
They consist in pointing out that, and how, one theory has hitherto
withstood criticism better than another. I will call such reasons
critical reasons, in order to distinguish them from those positive
reasons which are offered with the intention of justifying a theory,
or, in other words, of justifying the belief in its truth.

Critical reasons do not justify a theory, for the fact that one
theory has so far withstood criticism better than another is no
reason whatever for supposing that it is actually true. But although
critical reasons can never justify a theory, they can be used to defend
(but not to justify) our preference for it: that is, our deciding to use
it, rather than some, or all, of the other theories so far proposed.
Such critical reasons do not of course prove that our preference is
more than conjectural: we ought to give up our preference should
new critical reasons speak against it, or should a promising new
theory be proposed, demandmg a renewal of the critical discussion.

Giving reasons for one’s preferences can of course be called a
justification (in ordinary language). But it is not a justification in the
sense criticized here. Our preferences are ‘justified’ only relative to
the present state of our discussion.

Postponing until later the important question of the standards of
preference for theories, I will now give Bartley’s view of the new
problem situation which has arisen. He describes the situation very
strikingly by saying that, after having given a negative solution to
the classical problem of justification, 1 have replaced it by the new
problem of criticism, a problem for which I offer an affirmative
solution.

This transition from the problem of justification to the problem
of criticism, Bartley suggests, is fundamental; and it gives rise to
misunderstandings because almost everybody takes it implicitly for
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granted that everybody else (I included) accepts the problem of
justification as the central problem of the theory of knowledge.

For according to Bartley all philosophies so far have been justifica-
tionist philosophies, in the sense that all assumed that it was the
prima facie task of the theory of knowledge to show that, and how,
we can justify our theories or beliefs. Not only the rationalists and
the empiricists and the Kantians shared this assumption but also the
sceptics and the irrationalists. The sceptics, compelled to admit that
we cannot justify our theories or beliefs, declare the bankruptcy of
the search for knowledge; while the irrationalists (for example the
fideists), owing to the same fundamental admission, declare the
bankruptcy of the search for reasons—that is, for rationally valid
arguments—and try to justify our knowledge, or rather, our beliefs,
by appealing to authority, such as the authority of irrational
sources. Both assume that the question of justification, or of the
existence of positive reasons, is fundamental: both are classical
justificationists.

Bartley observes that my approach has usually been mistaken for
some form of justificationism, though in fact it is totally different
from it. For even though I offer a negative solution to the classical
problem of justification, resembling in this respect the sceptics and
irrationalists, at the same time I dethrone the classical problem and
replace it by a new central problem which allows of a solution that is
neither sceptical nor irrationalist. For my proposed solution to the
new problem is compatible with the view that our knowledge—our
conjectural knowledge—may grow, and that it may do so by the use
of reason: of critical argument.

My position, Bartley suggests, is liable to be misunderstood
unless it is first grasped that the classical problem of justification has
not only been removed from its central position, but that, seen from
the new point of view, it must actually be dismissed as insignificant.
Yet for the justificationist this is very difficult to see. For he argues
like Hume: ‘If I ask you why you believe in any particular matter of
fact. . ., youmust tell me some reason;. . . or you must allow that
your belief is entirely without foundation.”

Now like E. M. Forster I do not believe in belief: I am not

?David Hume, Enquiry Concerning Human Understanding, Section v, Part I;
Selby-Bigge, p. 46. [Cp. Popper on methods of criticism in The Self and its Brain,
op. cit., pp. 172-3. Ed.]
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interested in a philosophy of belief, and I do not believe that beliefs
and their justification, or foundation, or rationality, are the subject-
matter of the theory of knowledge. But if, in this passage from
Hume, we replace the words ‘believe in’ by ‘propose a theory or a
conjecture about’, and the words ‘your belief’ by ‘your conjecture’,
then his pronouncement loses its force. For few will be shocked to
hear that their conjecture is ‘entirely without foundation’. To have
some ‘foundation’, or justification, may be important for a belief;
but it is not the kind of thing we should require for a conjecture or a
hypothesis; at least not in the sense in which Hume uses the term
‘foundation’ (which corresponds to my phrase ‘justification by
positive reasons’). Admittedly, some people speak of ‘the founda-
tions of physical theory’, for example; but this is either justifica-
tionist talk, or it means something quite different; and once we
realize that physical theories are conjectures or hypotheses, and
subject to revolutionary change, we might prefer not to speak about
their ‘foundations’—any more than about our belief in them.

Admittedly we can give some reasons for proposing a hypothesis,
and for submitting it to critical discussion. But these are not justifi-
catory reasons but are more in the nature of explanations of why—
in the light of our aims, such as attaining more criticizable and more
severely criticized theories—we offer one theory rather than an-
other. These reasons and their logical role are utterly different from
those that Hume had in mind. We may, for example, offer a per-
fectly good reason for proposing a hypothesis by pointing out that,
if true, it would solve a problem which we want to solve (like
Newton’s theory which solved the problem of explaining Kepler’s
laws). A reason of this kind may be quite sufficient for proposing a
hypothesis and recommending it as worthy of our critical attention.
But it would not, of course, be a reason for supposing it to be true. It
may not even be a reason for accepting it tentatively, or even for
preferring it, for there may be other known hypotheses which solve
the problem even better.

II

In this way we come to realize that Hume’s epistemological
problem—the problem of giving positive justifying reasons, or the
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problem of justification—might be replaced by the totally different
problem of explaining, giving critical reasons, why we prefer one
theory to another (or to all others known to us), and ultimately by
the problem of critically discussing hypotheses in order to find out
which of them is—comparatively—the one to be preferred.

A justificationist may, however, object that I have not really
replaced one problem by another. He may argue, first, that instead
of ‘reasons why we prefer one theory to another’ I could have said
‘reasons why we believe that one theory is better than another’. To
the extent that this point is verbal, I readily grant it; for although I
do not want to philosophize about beliefs, I never quarrel over
words. Secondly, he may point out that even if he were to admit that
these ‘reasons why we believe that one theory is better than another’
are perhaps not of the same character as would be reasons for
believing that, say, the first of these theories is true, he could still
claim that they are ‘positive reasons’: that they are reasons for
believing in the truth of some theory—that is, of the theory (the
‘meta-theory’ as it may be called) that the first theory is better than
the second. In this way the justificationist might conclude that I
have not really replaced the problem of justification by a different
one.

Yet in saying this, the justificationist would merely fail to realize
what he has admitted. First, there is a world of difference between a
meta-theory that asserts that a theory A is better than a theory B,
and another meta-theory that asserts that theory A is, in fact, true
(or ‘probable’). And there is a world of difference between argu-
ments that might be considered as valid or weighty reasons in
support of the one or the other of these two meta-theories. For
example, in discussing competing explanatory theories or conjec-
tures (about the structure of matter, say), we can often sum up the
situation fairly by saying that, according to the present state of the
critical debate, conjecture a is vastly superior to conjecture b, or
even to all other conjectures so far proposed: that it appears to be a
better approximation to the truth than any of these (and perhaps
that it may even be actually true). But we shall not in general be able
to say that, according to the present state of the critical debate,
conjecture 4 is the best that will ever be produced in this field, or
that it appears to be actually true. Thus one of the two meta-theories
may do no more than sum up the present state of our critical
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discussion fairly, and may in that sense be merely negative, merely
critical; while the other will not in general do this at all (even though
it may sum up the present state of our belief, or of our intuitive
conviction).

Second, there is, again, no attempt on my part to justify posi-
tively, or establish, in the traditional sense, that a preference for one
theory rather than another is the correct one. The problem of
justification is not simply shifted: it is done away with. The meta-
theory is also not positively justified; it is conjectural—and open to
criticism.

III

A more important objection seems to be the following. My claim
to have replaced the problem of justification by another one is as
groundless, a justificationist may say, as my claim to have given
solutions differing from those of the sceptics and irrationalists. That
the latter claim is groundless may be seen from the fact, the justifica-
tionist may argue, that my answer turns out to be identical with, or
at best a variant of, relativism, pragmatism, and similar well-known
views. For in saying that we should replace the question whether a
theory is true by the question whether it is better or worse than
some other theory, I clearly adopt, the justificationist may argue, a
relativist position with respect to truth. And when I say that the
latter question should be decided by appealing to the success of
these theories, I reveal myself (he may argue) as a pragmatist, or
perhaps even as a conventionalist.

But this objection implicitly attributes to me justificationist doc-
trines which I do not hold. For I do not say that we should replace
the question whether a theory is true by the question whether it is
better than another theory; nor do I say that a theory is better than
another whenever it is more successful in some pragmatic sense.
Both points are of great importance.

My position is this. [ assert that the search for truth—or for a true
theory which can solve our problem—is all-important: all rational
criticism is criticism of the claim of a theory to be true, and to be able
to solve the problems which it was designed to solve. Thus I do not
replace the question whether a theory is true by the question
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whether it is better than another. Rather, I replace the question
whether we can produce valid reasons (positive reasons) in favour of
the truth of a theory by the question whether we can produce valid
reasons (critical reasons) against its being true, or against the truth of
its competitors. Moreover, to describe a theory as better than
another, or superior, or what not, is, I hold, to indicate that it
appears to come nearer to the truth.’

Truth—absolute truth—remains our aim; and it remains the im-
plicit standard of our criticism: almost all criticism is an attempt to
refute the theory criticized; that is to say, to show that it is not true.
(An important exception is criticism attempting to show that a
theory is not relevant—that it does not solve the problem which it
was designed to solve.) Thus we are always searching for a true
theory (a true and relevant theory), even though we can never give
reasons (positive reasons) to show that we have actually found the
true theory we have been searching for. At the same time we may
have good reasons—that is, good critical reasons—for thinking that
we have learned something important: that we. have progressed
towards the truth. For first, we may have learnt that a particular
theory is not true according to the present state of the critical
discussion; and secondly, we may have found some tentative rea-
sons to believe (yes, even to believe) that a new theory comes nearer
to the truth than its predecessors.

In order to be less abstract, I will give a historical example.

Einstein’s theories have been much discussed by philosophers;
but few of them have stressed the important fact that Einstein did
not believe that special relativity was true: he pointed out from the
start that it could at best only be an approximation (since it was valid
only for non-accelerated motion).¢ So he proceeded to a further
approximation, general relativity. And again, he pointed out that
this theory could not be true either, but only an approximation. In
fact, he searched for a better approximation for almost 40 years,
until his death.5

3For a logical analysis of the term ‘nearer to the truth’, see my Conjectures and
Refutations: The Growth of Scientific Knowledge, 1963, especially Chapter 10 and
the Addendum. See also Section 4 below. [See also Objective Knowledge, 1972,
especially Chapters 2, 3, and 9; and The Self and Its Brain, 1977, pp. 148-9. Ed.]

4[See Popper’s ‘Preface 1982’ to Quantum Theory and the Schism in Physics, Vol.
III of the Postscript. Ed.]

SAs it turned out after his death, it is possible that Einstein may have been
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There is no trace of epistemological relativism in Einstein’s atti-
tude, in spite of the name ‘Relativity Theory’: he searched for truth,
and he thought that he had reasons—critical reasons—indicating
that he had not found it. At the same time, he (and many others)
gave critical reasons indicating that he had made great progress
towards it—that his theories solved problems that their predeces-
sors could not solve, that they came nearer to the truth than their
known competitors.¢

This example may support my claim that in replacing the problem
of justification by the problem of criticism we need give up neither
the classical theory of truth as correspondence with the facts nor the
acceptance of truth as one of our standards of criticism. (Other
values are relevance to our problems, and explanatory power.)

Thus although I hold that more often than not we fail to find the
truth, and do not know even when we have found it, I retain the
classical idea of absolute or objective truth as a regulative idea; that
is to say, as a standard of which we may fall short. The change made
is not with respect to the idea of truth but with respect to any claims
to know the truth; that is to say, to have at our disposal arguments or
reasons which suffice, or even very nearly suffice, to establish the
truth of any theory in question.

There is no need to be shocked by the discovery that we cannot
justify or even support by arguments or reasons the claim that our
theories are true. For critical reasoning still has a most important
function with respect to the evaluation of theories: we can criticize
and discriminate among our theories as a result of our critical

tragically mistaken in his doubts concerning general relativity; see for example,
Charles W. Misner and John A. Wheeler, ‘Classical Physics as Geometry’, Annals
of Physics 2,1957, pp. 525 ff., where attention is drawn to G. Y. Rainich, Transac-
tions of the American Mathematical Society 27, 1925, pp. 106-136. See also
Rainich, ‘Electromagnetics in the General Relativity Theory’, Proceedings of the
National Academy of Sciences of the U.S.A. 10, 1924, pp. 124 ff.; The Mathematics
of Relativity, New York, 1950; and Wheeler’s later papers, especially his report in
Logic, Methodology, and Philosophy of Science, Proceedings of the 1960 Interna-
tional Congress, ed. E. Nagel, P. Suppes, and A. Tarski, 1962, pp. 361-374. *Since
this footnote was written, the Misner-Wheeler theory, now called ‘Geometro-
dynamics,’ has greatly developed. See especially Wheeler’'s Geometrodynamics,
1962; and Charles W. Misner, Kip S. Thorne, and John A. Wheeler, Gravitation,
1973.

¢Einstein’s reasons for thinking so were criticized, in the most interesting fash-
ion, by Alfred O’Rahilly, in his Electromagnetics: A Discussion of Fundamentals,
1938—a book which excels among the writings devoted to the attack on (and
usually misrepresentation of) special relativity.
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discussion. Although in such discussion we cannot as a rule distin-
guish (with certainty, or near certainty) between a true theory and a
false theory, we can sometimes distinguish between a false theory
and one which may be true. And we can often say of a particular
theory that, in the light of the present state of our critical discussion,
it appears to be much better than any other theory submitted;
better, that is, from the point of view of our interest in truth; or
better in the sense of getting nearer to the truth.

Thus I stress the critical (or, if you like, the negative) function of
reason. Yet I also stress that reasoning is more important, more
powerful, and less barren, than has usually been thought. Rational
criticism is indeed the means by which we learn, grow in knowl-
edge, and transcend ourselves.

v

It seems to me that Bartley’s simple formulation—that just:-
fication can be replaced by non-justificational criticism—and his em-
phasis on the change of focus involved in the transition from the
various justificationist philosophies to a critical philosophy which
does not aim at justification is most illuminating; at least I have
found it so; and feeling that the reader might also benefit, I have
decided to present Bartley’s formulation here. It has helped me to
see why the very idea of criticism is so often misunderstood by
justificationist philosophers: they tend to whittle down the idea of
valid criticism to the narrow task of proving the invalidity of certain
attempts to justify certain beliefs. Bartley’s formulation also helps
to explain why I can agree with so much that has been said by
various irrationalists against rationalism and rationalist attempts to
justify our beliefs, though I make no concessions to irrationalism,
but insist, on the contrary, that any theory or belief may, and
should, be made subject to severe and searching rational criticism,
and that we should search for reasons—for rational arguments—
which might refute it. In fact, I have suggested that what distin-
guishes the attitude of rationality is simply openness to criticism.”

"See, for example, my Open Society and Its Enemies (fourth edition, 1962),
Chapter 24; and my Academy lecture ‘On the Sources of Knowledge and of
Ignorance’ (which is now the Introduction to my Conjectures and Refutations,
1963; see especially pp. 25-30). [See also the ‘Addendum: Facts, Standards, and
Truth: A Further Criticism of Relativism’, op. cit. Ed.]
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Irrationalists are quite right when they insist that we have
‘sources of knowledge’ other than reason and observation—for
example, inspiration, or sympathetic understanding; or tradition,
which is perhaps the most important ‘source of knowledge’, and
which is so often ignored by rationalists because of its obvious
fallibility.® But irrationalists are dangerously mistaken when they
suggest that there is any knowledge, of whatever kind, or source, or
origin, which is above or exempt from rational criticism.

\'

Equally mistaken is the view that rational criticism is in the same
boat as positive rational argument since it too must always be based
upon some non-demonstrable presuppositions, s thatits validity is
essentially relative to these presuppositions; or in other words, that
we are facing a situation in which position A is being criticized in
terms of position B which, however, it is impossible to establish in
its turn; so that no criticism of A in terms of B will be conclusive—
and of course vice versa.

Most of the individual components of this argument are quite
correct. But the conclusion does not follow at all. Thus I am
prepared to admit that, in our criticisms, we often work with
unjustifiable and non-demonstrable presuppositions. Thus our crit-
icism is, indeed, never conclusive. But non-demonstrability of any
kind never worries the critical rationalist. For his critical
arguments—just like the theories which he is criticizing in terms of
them—are conjectural. The difference is very simple. Justificational
argument, leading back to positive reasons, eventually reaches rea-
sons which themselves cannot be justified (otherwise the argument
would lead to an infinite regress). And the justlﬁcauomst usually
concludes that such ‘ultimate presuppositions’ must in some sense
be beyond argument, and cannot be criticized. But the criticisms,
the critical reasons, offered in my approach are in 7o sense ultimate;
theytoo are open to criticism; they are conjectural. One can continue
to examine them infinitely; they are infinitely open to reexamina-

*[See Popper’s “Towards a Rational Theory of Tradition’, Conjectures and Refu-
tations. Ed.)
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tion and reconsideration. Yet no infinite regress is generated: for
there is no question of proving or justifying or establishing any-
thing; and there is no need for any witimate presupposition. It is
only the demand for proof or justification that generates an infinite
regress, and creates a need for an ultimate term of the discussion.
This is the heart of the difference between justification and criti-
cism.®

Related to this objection is the widely held view that a purely
critical method—that is, one which refrains from positively justify-
ing anything—is impossible on the grounds that it would have to
confine itself to criticism of the ‘immanent’ type. A piece of criti-
cism is called ‘tmmanent criticism’ if it attacks a theory from within,
by adopting all its assumptions or presuppositions, and only these;
and it is called ‘transcendent criticism’ if it attacks a theory from
without, proceeding from assumptions or presuppositions which
are foreign to the theory criticized. Yet, so it is maintained, imma-
nent criticism is relatively unimportant; for since it can do no more
than point out logical inconsistencies within the theory criticized, it
can never succeed against a consistent theory. (Moreover, it may
even be said, pointing out inconsistencies may not be wholly imma-
nent since it assumes or presupposes a logic: one that outlaws
inconsistencies.) So the conclusion is reached that all criticism of a
consistent theory, and thus the most important criticism, must be
‘transcendent’. Whence it is contended that the defenders of a
theory under attack could always reject any criticism as inconclu-
sive, or as invalid—unless, indeed, the assumptions or presupposi-
tions which underlie some transcendent criticism could be given a
positive justification. So the methods of criticism and of positive
justification are, it would seem, in the same boat.

This plausible view of the narrow scope and comparative insignifi-
cance of the critical method is mistaken. It seems to be connected
with the correct observation that all, or most, critics of a system of
thought adopt another system of thought which guides them in
their critical attack. Though criticism may indeed tend to be ‘tran-
scendent’ as regards its origin or guidance or inspiration, this does
not mean that it has to be ‘transcendent’ in the logical sense of the
term. In fact, no self-critical critic will as a rule be satisfied by his

*[See Popper’s L.Sc.D., section 29. Ed.]

29



INDUCTION

criticism unless he can shake off the traces of its transcendent origin:
though perhaps guided by his own system of thought, he will
transform his criticism until it becomes immanent—and thereby
more effective against his opponent. For the theory under examina-
tion is not merely a system of assumptions, dogmas, conjectures, or
what not; it is also an attempt to solve a problem. Therefore it can be
immanently criticized as, for example, failing to solve its problems,
or as succeeding no better than its competitors, or as merely shifting
the problem to be solved, etc. In this way immanent criticism may
point out serious weaknesses even in a consistent theory. As to the
pointing out of inconsistencies, this will in most cases be accepted as
immanent criticism precisely because the problem which a theory
sets out to solve will be that of giving a consistent explanation of
something (the result of an experiment, for example) that contra-
dicted earlier theories. In general, the problem situation which
stimulates the theory under criticism, and which alone gives point
to it, always contains assumptions or presuppositions which in-
clude (and go far beyond) the acceptance of logical principles—such
as the rule of rejecting contradictions—and which provide an ample
basis for immanent criticism. (For example, if the problem situation
which leads to the formulation of a theory involves the task of
explaining certain observations or experiments, then other experi-
ments may be used in order to criticize the theory immanently—
provided, of course, that the defenders of the theory are prepared to
admit the results of these experiments.'®) Thus immanent criticism
is both possible and important.

There is, however, no need to confine ourselves to immanent
criticism. We are fully entitled to employ transcendent criticism.
This consists in proceeding from a competing theory; and there is
nothing wrong in trying to show that one theory exhibits weak-
nesses while another does not. On the contrary, this kind of mutual
transcendent criticism may in the end allow us to say that, and why,
a theory is preferable to its competitor.

19] owe the remark in parentheses to a comment of Alan E. Musgrave’s on this
passage.
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VI

The critical approach which I have described here leads almost
immediately to a straightforward solution of Hume’s problem of
induction (1739).11

Let us remember what Hume tried to show (in my opinion
successfully, as far as logic goes).

(i) Heindicated that there are countless (apparent) regularities in
nature upon which everybody relies in practice, and many universal
laws of nature, accepted by scientists, which are of the greatest
theoretical importance.

(1) Hetried to show that any inductive inference—any reasoning
from singular and observable cases (and their repeated occurrence)
to anything like regularities or laws—must be invalid. Any such
inference, he tried to show, could not even be approximately or
partially valid. It could not even be a probable inference: it must,
rather, be completely baseless, and must always remain so, however
great the number of the observed instances might be. Thus he tried
to show that we cannot validly reason from the known to the
unknown, or from what has been experienced to what has not been
experienced (and thus, for example, from the past to the future): no
matter how often the sun has been observed regularly to rise and set,
even the greatest number of observed instances does not constitute
what I have called a positive reason for the regularity, or the law, of
the sun’s rising and setting. Thus it can neither establish this law nor
make it probable.

UHume’s criticism of induction occurs first in his Treatise of Human Nature,
Book i, Part iii, Section vi, where he explains that we must not, in attempting to
justify our beliefs, appeal to experience ‘beyond those particular instances, which
have fallen under observation’ (see p. 91 of Selby-Bigge’s edition); that is to say,
beyond what we actually know from observation. (Although he often mentions an
inference from the past to the future, we should, I'suggest, take this only as a special
case of the inference from what is actually known from observation to what is not
known.) Hume’s argument against induction is further discussed in Part 2, section
16, of this volume, see note 4 to that section, and also Hume’s Enquiry Concerning
Human Understanding, Section iv, Part ii. For an extension, by Hume, of his
criticism to all probabilistic theories of induction, see his An Abstract of a Book
Lately Published entitled A Treatise of Human Nature, and my L.Sc.D., section 81
and Appendix *ix. Hume’s criticism of induction was unfortunately mixed up by
Hume himself with his criticism of causality, of which it is, however, logically
independent. With the most notable exception of Bertrand Russell (see below)
commentators as a rule have failed to disentangle these two points.
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(i) He pointed out that there can be no valid reasons justifying
the belief in a universal law other than those which are provided by
experience.

The clash between (i) on the one side, and (i) and (iii) on the
other, constitutes Hume’s problem, the logical problem of induc-
tion.

Points (i1) and (iii) may be re-formulated, a little more sharply
and briefly, as follows.

(11) There can be no valid reasoning from singular observation
statements to universal laws of nature, and thus to scientific theo-
ries.

This is the principle of the invalidity of induction.

(111) We demand that our adoption and our rejection of scientific
theories should depend upon the results of observation and experi-
ment, and thus upon singular observation statements.

This is the principle of empiricism.1?

Now let us take (i) for granted. Then the logical problem of
induction consists in the apparent clash between (ii), the principle of
the mvahdlty of induction, and (iii), the principle of empiricism:
empiricism appears to imply that without induction we cannot have
scientific knowledge.

Hume realized that the clash between (ii) and (ii1) was only
apparent, for he accepted both (ii) and (iii) and dissolved the ‘clash’
by giving up rationalism. He decided that all our knowledge of laws
is obtained from observation—in accordance with (iii}—by induc-
tion, and he concluded that, since induction is rationally invalid,
this shows that we have to rely on association (‘habit’, which results
from repetition) rather than on reason.

I too accept (ii) and (ii1), but I do not draw any anti-rationalistic
conclusion from them. Not only do I assert the compatibility of (ii)
and (ii1), but also that (i) and (iii) are consistent with the following
principle (iv):

(iv) We demand that our adoption and our rejection of scientific
theories should depend upon our critical reasoning (combined with
the results of observation and experiment, as demanded by (iii)).

This is the principle of critical rationalism.

In order to see that (i) to (iv) are consistent we merely have to

12[See Objective Knowledge, p. 12. Ed.]
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2. SOLUTION OF THE PROBLEM OF INDUCTION

realize that our ‘adoption’ of scientific theories can only be tenta-
tive; that they always are and will remain guesses or conjectures or
hypotheses. They are put forward, of course, in the hope of hitting
upon the truth, even though they miss it more often than not. They
may be true or false. They may be tested by observation (it is the
main task of science to make these tests more and more severe), and
rejected if they do not pass. Nothing in Hume’s argument tells
against the possibility of tests, or of rejecting a universal law because
it is contradicted by observation statements. Indeed, we can do no
more with a proposed law than test it: it is no use pretending that we
have established universal theories, or justified them, or made them
probable, by observation. We just have not done so, and cannot do
so. We cannot give any positive reasons for them. They remain
guesses or conjectures—though perhaps well-tested ones. Yet if we
consider the problems they solve, and the criticisms and the tests
they have withstood, we may have excellent critical reasons for
preferring them to other theories—though only provisionally and
tentatively.

What I have said here provides a complete solution to Hume’s
logical problem of induction. The key to this solution is the recogni-
tion that our theories, even the most important ones, and even those
which are actually true, always remain guesses or conjectures. If
they are true in fact, we cannot know this fact; neither from experi-
ence, nor from any other source.

The main points of my solution are:

(i) Acceptance of the view that theories are of supreme impor-
tance, both for practical and for theoretical science.

(1) Acceptance of Hume’s argument against induction: any hope
that we may possess positive reasons for believing in our theories is
destroyed by that argument. (But note that Hume’s argument does
not present any difficulty to those who hold that we may test our
theories by trying to refute them.)

(ii1) Acceptance of the principle of empiricism: scientific theories
are rejected or adopted (though only temporarily and tentatively) in
the light of the results of experimental or observational tests.

(iv) Acceptance of critical rationalism: scientific theories are re-
jected or adopted (though only temporarily and tentatively) as
being better or worse than other known theories in the light of the
results of rational criticism.
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This, in brief outline, is my solution of Hume’s problem—the
logical problem of induction.!® There have, of course, been other
formulations of the problem, and there are aspects of the problem
not yet sufficiently analysed in the present section. I shall therefore
now proceed to follow the problem through a number of its aspects
and phases or stages. The analysis of these will carry me beyond the
logical problem of induction, as formulated here, to what I shall call

the fourth, or metaphysical, phase or stage of the problem of
induction.

Before pursuing these different aspects of the problem of induc-
tion, we first need to face some other issues which are neither logical
nor methodological nor metaphysical: we need to consider some so-
called “facts’ about induction and learning.

3For other formulations, see my L.Sc.D., passim, and especially my letter to the
Editor of Erkenntnis, reprinted in Appendix *i of L.Sc.D. [See later formulations in
Objective Knowledge, Chapters 1 and 2. Ed.] One of the misunderstandings which
my theory has encountered may be mentioned here. (It forms the basis of a review
by G. J. Warnock, of my L.Sc.D. in Mind 69, pp. 99-101.) In the introduction to
Chapter X of L.Sc.D., 1 wrote, ‘we should try to assess how far it [that is, a
hypothesis] has been able to prove its fitness to survive by standing up to tests’. As
the context of my whole discussion shows, I did not, of course, mean to imply that
a theory which has survived until now, and which thereby has proved its fitness to
survive until now, has also proved its fitness to survive future tests (as the review
assumes). On the contrary, I said again and again, emphatically, that, if we have to
make a choice, we choose, for the time being, that theory which seems to be the
best in the light of criticism, including tests; and that this choice is perfectly
reasonable, even though we cannot know whether the theory will survive future
tests (which may, or may not, be different from past tests), and even though we may
fear—or hope—that it will 7ot survive tests. (Incidentally, the reviewer is factually
in error when he says that ‘Popper says emphatically’ that the problem of induction
is ‘insoluble’; for offering a solution to the problem—even one that is not a
justification of induction—is not the same as saying, emphatically or otherwise,
that the problem has no solution. This error is connected with the fact that what I
call ‘the problem of induction’, or ‘Hume’s problem’, is quite different from what
the reviewer says I have so called.)
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3. INDUCTIVE PROCEDURES AND STYLE

3. On So-Called Inductive Procedures, with Notes on Learning,
and on the Inductive Style

It seems that almost everybody believes in induction; believes,
that is, that we learn by the repetition of observations. Even Hume,
in spite of his great discovery that a natural law can neither be
established nor made ‘probable’ by induction, continued to believe
firmly that animals and men do learn through repetition: through
repeated observations as well as through the formation of habits, or
the strengthening of habits, by repetition. And he upheld the theory
that induction, though rationally indefensible and resulting in noth-
ing better than unreasoned belief, was nevertheless reliable in the
main—more reliable and useful at any rate than reason and the
processes of reasoning; and that ‘experience’ was thus the unrea-
soned result of a (more or less passive) accumulation of observa-
tions.

As against all this, I happen to believe that in fact we never draw
inductive inferences, or make use of what are now called ‘inductive
procedures’. Rather, we always discover regularities by the essen-
tially different method of trial and error, of conjecture and refuta-
tion, or of learning from our mistakes; a method which makes the
discovery of regularities much more interesting than Hume
thought. The method of learning by trial and error has, wrongly,
been taken for a method of learning by repetition. ‘Experience’ is
gained by learning from our mistakes, rather than by the accumula-
tion or association of observations. It is gained by an actively critical
approach: by the critical use of experiments and observations de-
signed to help us to find where we have gone astray.!

II

Thus while I agree with Hume’s analysis of the logical problem of
the validity of induction—that is, with his thesis of the invalidity of
induction—I disagree with him and, I am afraid, with most people,

!See also this section, part IX, note 9 (and text) below.
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about a purely factual question. I believe that the allegation that we
do in fact proceed by induction is a sheer myth, and that the alleged
evidence in favour of this alleged fact is partly non-existent, and
partly obtained by misinterpreting the facts.

I hasten to add, however, that my factual thesis has no bearing
whatsoever on my logical or my methodological or my epistemo-
logical doctrines. For the factual, psychological, and historical
question, ‘How do we come by our theories?’, though it may be
fascinating,? is irrelevant to the logical, methodological, and episte-
mological question of validity. Here again I follow Hume. Indeed,
it was Hume’s greatest achievement to separate these two problems
sharply. By giving almost opposite answers to them he made it
abundantly clear that they are quite distinct.

Some scientists find, or so it seems, that they get their best ideas
when smoking; others by drinking coffee or whisky. Thus there is
no reason why I should not admit that some may get their ideas by
observing, or by repeating observations. And in this sense, I should
be quite willing to mitigate my thesis that we never proceed by
induction: let us replace ‘never’ by ‘hardly ever’.

But having made this concession, I wish to explain that, whether a
theory occurs to us first while smoking, reading or observing, or
even in our sleep, the important question remains: What is its
logical worth? Is it a good theory or a bad theory? Darwin, it has
been said, got his theory of natural selection when reading Malthus.
This is a point of considerable historical interest, but it has no
bearing whatever on the question of the worth of Darwin’s theory:
even if Malthus’s theory should be true, and well supported by the
strongest evidence, Darwin’s might be false and ill-supported; and
even if Malthus’s theory should be quite untenable, Darwin’s might
be excellent.

Of course, everybody will admit this. And yet it seems that there
are few philosophers left who insist that we must distinguish
sharply between questions of validity (such as whether we have any
reason to rely on induction) and questions of fact (such as whether
we actually rely on induction, or use ‘inductive procedures’; or
whether a theory was actually originated by way of induction, etc.).

*Jacques Hadamard has written a most interesting book on this matter: The
Psychology of Invention in the Mathematical Field, 1945.
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11

The most fashionable view of the matter seems to be this. When
Hume found that induction is invalid he used the word ‘invalid’ in
the sense of ‘not in accordance with the canons of valid deductive
reasoning’. But Hume’s finding is trivial, according to the view I am
reporting, for inductive reasoning is a species of reasoning which in
some respects is similar to, and in other respects different from,
deductive reasoning. It is therefore pretty obvious that its standards
or canons will not in every respect conform to those of deductive
reasoning. Inductive reasoning has its own standards, its own
canons, its own ‘procedures’. Thus an ‘inductive procedure’ or an
‘inductive inference’ will not in general be a ‘valid inference’—that
is, it will not be a valid deductive inference. But this is no reason
why it should not be ‘reasonable’—that is, conform to the appropri-
ate standards of inductive reasoning: it is inductively valid.

But what are these alleged inductive standards? There are two
answers, given by two different philosophical schools. One school
teaches that the standards are those of ‘probable’ reasoning, in
conformity with the laws of the calculus of probability. 1 have
refuted this doctrine at length in my L.Sc.D. and elsewhere, and I
shall add some further criticism later in this Postscript. The other
school teaches that we should observe, and classify, the various
‘inductive procedures’ and the various usages of the word ‘probable’
which may occur when we speak about these ‘inductive procedures’
and that the results of these researches will allow us to lay down the
laws or standards or canons of inductive validity.

Thus, according to this school, factual ‘usages’ are to establish
standards. There is no longer a distinction between fact and stan-
dard (between the questions ‘quid facti’ and ‘quid juris’). There is
no longer a logical problem of the validity or the ‘justification’ of
induction. We cannot ‘justify’ the use of inductive procedures,
according to this school, any more than we can ‘justify’ the use of
deductive procedures, or cooking procedures, or any other proce-
dures, except perhaps in some pragmatic sense of ‘justify’; in other
words, by their success. And inductive procedures are no more in
need of a ‘justification’ than are deductive or any other procedures.

Before going on to criticize this fashionable view I wish to point

3Cp. L.Sc.D., section 2, p. 31, where reference is made to Kant.
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out that it is essentially an ancient view, translated into fashionable
language. For the ancient expression ‘the laws of thought’, used to
denote the principles of deductive inference, contained an allusion
to the view that there was no way of justifying’ the validity of
deductive logic except by pointing to the psychological fact that we
do, in fact, think in this way—or that we are, in fact, compelled to
think in this way, or compelled to admit that certain deductive
inferences are inescapable or ‘necessary’.* Once the validity of
deductive reasoning was thus reduced to fact, the way was open to
the acceptance of some ‘principle of induction’ or of some ‘canons
of inductive reasoning’ whose validity was likewise not in need of
justification other than the fact that we did reason, or perhaps were
compelled to reason, according to these inductive canons.

The now fashionable version of this ancient theory replaces a
thoroughly unsound psychological argument for the identity of the
question of validity and the question of fact by an equally unsound
pragmatist or behaviorist or language-analytic argument.

All these devices are merely attempts to revive a theory long ago
disposed of by Hume and Kant; and modern revivalists ride rough-
shod over the work of these great men without trying to counter
their arguments or even to understand them. It is sheer dogmatism
to assert that there is nothing in validity besides success. (No
scientific theory was more successful than Newton’s. If success
were our only concern, no one would have criticized it, that is,
reconsidered the question of its truth. Yet its criticism led to an
important intellectual revolution; a revolution which ought to have
deeply affected epistemological thought.)

The identification of valid modes of thought with actual thinking
has been tried again and again, since time immemorial. One of the
most influential and pernicious of these attempts was Hegel’s phi-
losophy of the identity of reason and reality. The latest theories of
induction amount to a renewal of Hegel’s attempt.

But the alleged facts which these theories of induction try to
convert into standards are quite imaginary; and some people whose
knowledge of science is by no means negligible—Albert Einstein,
for example>—have denied that they are facts. But even if all of us
who deny the existence of ‘inductive procedures’ are wrong, it

‘Cp. Conjectures and Refutations, Chapter 9, especially pp. 207f.
5See especially Einstein’s Herbert Spencer Lecture, On the Method of Theoreti-
cal Physics, Oxford 1933.
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would be the height of dogmatism to assert that these disputed
“facts’ create standards of reasoning whose validity is not open to
further discussion. (And although the art of arguing critically about
philosophical problems—and, with it, the great tradition of rational
philosophical thought—is disappearing rapidly, I am unwilling to
resign myself to this fact without trying to change it; and I am even
less willing to follow the present fashion of elevating this fact into a
new standard of philosophical excellence.)

v

Philosophers are not of course the only ones who believe in
induction and in the existence of ‘inductive procedures’. As I said
before, almost everybody does, including many psychologists—
especially those interested in the theory of learning; many biolo-
gists; and quite a few physicists. To the physicists I shall say no more
here, since I have already referred to Einstein. But I shall say
something about ‘learning theory’, and also about what I have
called ‘the inductive style’—a manner of writing which is still very
much the thing in some biological journals. (See subsections x and
x1 below.)

\Y

As to the theory of learning, no doubt we can, and do, learn from
experience. I should even be prepared to say, with Hume and other
classical empiricists, that all learning is learning from experience.

Yet when it comes to the interpretation of the thesis ‘all learning is
learning from experience’, I differ from Hume and other classical
empiricists. [ differ from them radically in the assessment of the role
which repetition plays in the process of learning and also in the
assessment of the role which observation plays in the acquisition of
experience.

As to learning and repetition, a serious source of confusion has
been the failure to distinguish among three entirely different activi-
ties which are all called ‘learning’. (I do not wish to imply that one
could not with profit distinguish more than three.) I shall call them
(1) learning by trial and error (or by conjecture and refutation); (2)
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learning by habit formation (or learning by repetition proper); and
(3) learning by imitation (or by absorbing a tradition). All three
kinds can be found in animals as well as in human beings, playing
their various characteristic parts in the acquisition of skills as well as
of theoretical knowledge such as learning about new facts.

(1) Only the first of these three ways of learning, learning by trial
and error, or by conjecture and refutation, is relevant to the growth
of our knowledge; it alone is ‘learning’ in the sense of acquiring new
information: of discovering new facts and new problems, practical
as well as theoretical, and new solutions to our problems, old as well
as new. This kind of learning includes the discovery of new skills
and of new ways of doing things. In the processes of learning in this
sense, mechanical repetition (like that of the drop that hollows the
stone) plays no role whatever. It is not the repeated impact on our
senses which leads to a new discovery, but something entirely
different: our repeated and varied attempts to solve a problem
which, unsolved, continues to irritate us. It is essential here that
these ‘repeated’ attempts differ from each other, and that we repeat
the same attempt only when it appears to us to be successful, and
only in order to try it out again; that is, in order to test, if possible
under varying conditions, the hypothesis that it leads invariably to a
successful solution of our irritating problem.

Learning by trial and error comprises learning from systematic
observation as well as learning from chance observation, though in
different ways. Systematic observation always starts from a problem
which we try to solve, or from conjectures which we try to test: this
is what makes it systematic. Even where we try to determine some
parameter by systematic measurement, there is an underlying
hypothesis—the hypothesis that there is a parameter which is invar-
iant with respect to certain changes in the conditions of our mea-
surements. Without some such hypothesis, whether consciously
proposed or unconsciously assumed, observation cannot be sys-
tematic. Yet even a so-called ‘chance-observation’, although the
least inventive way of making discoveries, is still a case of the trial
and error method. For practically every example of a ‘chance obser-
vation’ is an example of the refutation of some conjecture or as-
sumption or expectation, held either consciously or unconsciously.
A “chance observation’ is like an unexpected stone in our path: we
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stumble over it just because we did not expect it—or more precisely
because we did expect, though unconsciously, that the path would
be smooth. Thus so-called ‘chance observations’ or ‘accidental
discoveries’—that is, stumbling-block discoveries—are not as acci-
dental as one might think at a glance.

Moreover, most of the usual examples of ‘chance discoveries’ are
based on inductivist misinterpretations: genuine examples even of
stumbling-block discoveries seem to be rare. Perhaps Pasteur’s first
immunisation of chickens against chicken cholera (1880), or the
discovery of the catalytic action of mercury salts on the conversion
of naphthalene into phthalic acid (by heating with sulphuric acid)s,
are near to being genuine examples. But many of the others are not.

Oersted, for instance, was searching desperately for some
electro-magnetic interactions. And Roentgen, when questioned
about his discovery of X-rays, explained: ‘I was looking for invisi-
ble rays’’—rays which he hoped to detect (as in the case of infra-red
and ultra-violet rays) by means of a fluorescent screen. (This is why
the screen was there.) Admittedly, unexposed photographic plates
near Crookes tubes had many times shown—against expectation—
signs of exposure, and this might easily have led to a genuine
‘stumbling-block discovery’ of X-rays; but all those involved, even
Crookes himself, failed to gauge the significance of those signs of
exposure. As to radioactivity, Becquerel consciously searched for
new rays; and in his work on uranium salts, more particularly, he
was guided by a (mistaken) hypothesis, due to Henri Poincaré. The
discovery of penicillin was also not a chance discovery, for the kind
of bacteriocidal (or bacteriostatic) effect observed by Fleming was
well known to him and to others, and thus not even ‘unexpected’.
(See subsection x below.) Moreover, Fleming was very much alive,

¢It seems that this story of this discovery, together with some variants of it, has
become somewhat legendary among chemists. According to a private communica-
tion from Professor Alexander Findlay, the discovery was made in 1896 by Sapper,
a young German chemist who accidentally broke a thermometer in the mixture and
noticed a great acceleration in the rate of the reaction. Itis important to add that this
acceleration contained the solution of an urgent problem of industrial chemistry
which he was trying to solve. Thus there was an accident; but it was preceded and
prepared by the problem of which it was the solution, so that the observation was
far from accidental. (See also A. Fleming’s Chemistry in the Service of Man, 7th
edition, 1947, pp. 318f.)

"See Otto Glasser, Wilbelm Conrad Roentgen and the Early History of the
Roentgen Rays, 1933, p. 13.
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even prior to his discovery, to the possible significance of this kind
of effect for therapeutic purposes.

With animals as well as men, learning by trial and error originally
results not so much in new ‘knowledge’ as in new skills. Yetall skills
are linked to conscious or unconscious expectations; and the ele-
ment of error, within the trial and error method, becomes manifest
always in the disappointment of some expectation or other. (What
we call our knowledge—‘knowledge’ in the subjective sense—may
be said to consist of our conscious, perhaps verbally formulated,
expectations.) As examples of new skills acquired by trial and error
we may take piano playing, or cycling; or more precisely, finding
the best fingering for a passage on the piano, or learning how to
avoid a fall when riding a bicycle. In these cases we first try to solve a
problem consciously by systematic trials—by the elimination or
re]ectlon (or falsification) of unsatisfactory solutions; later repeti-
tions play a very different role. The cases are therefore helpful for
contrasting the character and function of repetition in the kinds of
learning here distinguished as (1) and (2).

(2) The second kind of learning—habit formation through repe-
tition proper (or through ‘mechanical’ repetition)—should be
clearly distinguished from the first. Here we do not look for any
new solution of a problem, but try to become familiar with a
solution previously discovered by trial and error (or learnt by
imitation; see below under (3)).

To show how this second kind of learning differs from the first, it
is instructive to consider our main examples, that of learning to play
a certain passage on the piano, and that of learning to avoid a fall
when riding a bicycle.

There are few human skills where constant ‘practising’—that is,
not only repetition but also more or less ‘mechanical’ repetition—is
as important as in learning to play the piano. Yet we do not find
anything new, such as a new fingering, through practising. Only
after having discovered the new fingering by trial and error, that s,
after comparing it with alternative solutions to the problem and
rejecting less suitable solutions, can we begin to ‘practise’ it. Thus
the function of mechanical repetition—of ‘practising’, or ‘learning
by rote’—is not to discover something new, but to establish famil-
iarity with something previously discovered. Its function is not to
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make us conscious of a new problem (as is the function of testing
repeatedly some tentative solutions) but to eliminate as far as possi-
ble the element of consciousness from our performance. And so we
reach a state in which the original problem—for example that of co-
ordinating the score and the movements of the fingers—vanishes
completely, and we can give our whole attention to something more
important—the musical idea, the phrasing of the passage. The func-
tion of ‘practice’, or repetition proper, in learning to ride a bicycle
(or to drive amotor car) is the same: it does not produce a discovery,
or even a new skill, though it may transform a discovery (a discov-
ery of how to do things) into a new skill; and by making certain
actions unconscious it leaves us free to give our attention to the
traffic problems.

The inductivist doctrine that all learning is learning by rote, and
that even the growth of our knowledge is the result of habit forma-
tion through mechanical repetition, is therefore mistaken. Repeti-
tion as such cannot attract our attention; rather, it tends to make our
expectations unconscious. (We may not hear the clock ticking, but
we may ‘hear’ it stop.)

The popularity of the idea that our knowledge grows through
induction by repetition is doubtless due to mixing up learning in the
two senses (1) and (2).

(3) Yet I may also briefly mention a third kind of learning—
learning by imitation. Itis one of the more primitive and important
forms of learning; and here the highly complex instinctual basis of
learning and the role played in it by suggestion and by the emotions
are more obvious than in other ways of learning (though these are of
course always present). What is important for our discussion is that
from the point of view of the individual learner, learning by imita-
tion is always a typical trial and error process: a child (or a young
animal) tries, consciously or unconsciously, to imitate his parent
and either corrects himself or is corrected by the parent. This trial
and error process constitutes the first and fundamental stage of the
imitative process. It is thus a stage of discovery: the child discovers
how to walk by imitation; and this means, partly, by trial and error.
It may be followed, of course, by a stage in which the newly
discovered skill, as a result of ‘practising’, is executed uncon-
sciously, and so becomes a habit.
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VI

The inductivist interprets knowledge (‘knowledge’ in the subjec-
tive sense) as consisting of expectations; and so do I. Yet he further
interprets an expectation as the memory of observations linked by
associations which are the result of repetition. (He thinks that the
dog expects food when the bell rings simply because on repeated
previous occasions food has arrived after the bell rang.)

As opposed to this, I believe that new expectations are formed by
trial and error: we form tentative expectations in fields of interest,
fields in which we have problems, fields in which we are able to
learn, that is, to correct our expectations. If the newly formed
expectations are successful, they may become (by repetition) auto-
matic, unconscious, and petrified, and we gradually cease to be able
to learn in that particular field. Food-getting is a field in which the
dog’s behaviour is normally ‘plastic’: he can learn in this field, and
he discovers regularities by trial and error, by anticipation and
refutation. In this way he also first forms the theory that food will
appear when the bell sounds; afterwards the anticipation or expecta-
tion may become habitual and petrified through repetition.

VII

The view presented here stands in sharp opposition to the theo-
ries of association and of conditioned reflex (see section 9 below).
The first of these works by assuming that simple terms of association
or ‘data’ are ‘given’ to us. This assumption is naive and untenable,
even if we forget about the complex stimulus situation, and assume
that the stimuli are simple. The second of these theories is very
different, and less objectionable, in so far as it makes no assumption
about simple data or terms but tries to explain how stimuli (which
may be highly complex) originally unrelated to an expectation
(which also may be highly complex) may become signals able to
release just this expectation. This is quite acceptable as a problem;
yet the solution, the theory of the conditioned reflex, is unaccepta-
ble. It assumes the existence of elementary non-complex, non-
conditioned reflexes out of which the conditioned reflex is built,
and it assumes that all learning is to be explained as the conditioning
of reflexes. Both assumptions are mistaken. Learning in the firstand
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fundamental sense, that is, learning by trial and error, contains an
element of invention or of creative action which goes far beyond any
mere reflex; and to talk here, where invention and plasticity of
action are paramount, of the ‘conditioning of reflexes’ wrongly
suggests that all learning, even discovery and invention, can be ex-
plained by repetition. But we have seen that learning by repetition is
less fundamental (and therefore also less elementary) than learning
by trial and error.8

VIII

The inductivist’s mistake is not confined to his failure to appreci-
ate the difference between learning by trial and error and learning by
rote, or to his consequent assumption that we can add to our
knowledge by the formation of habits. He also believes that there is
some raw material for knowledge in the form of perceptions or
observations or sense-impressions or sense ‘data’ which are ‘given’
to us from the outside world, without our own intervention. This is
an untenable psychologlcal theory, amply refuted by the facts. In
the cinema, what is ‘given’ to us is a sequence of stills, but what we
see, or observe, or perceive, is movement; and we cannot help
seeing the movement, even if we know that we are seeing only
photographs of (say) an animated cartoon.

The simple fact is that seeing or perceiving or observing is a
reaction, not simply to visual stimuli, but to certain complex situa-
tions, in which not only complexes and sequences of stimuli play a
role but also our problems, our fears and hopes, our needs and
satisfactions, our likes and our dislikes. Our reaction—that is, our
immediate perceptual experience—is influenced by all this and also,
largely, by our previous knowledge; by our expectations or antici-
pations, which provide a kind of schematic framework for our
reactions. If we learn, in the sense of adding to our knowledge, by
our observations or perceptions, then we do so because observing

*[*I have published several criticisms of the so-called ‘conditioned reflex’. In
brief, I have asserted that Pavlov’s dogs were not ‘conditioned’, but formed a
theory, in a field (procuring food) in which theory formation is vnally important,
that food comes when the bell rings. See especially my contribution to Karl R.
Popper and John C. Eccles: The Self and Its Brain, 1977, pp. 91, 135-138; and

Roger James’s articles, referred to there, and now also James’s excellent book,
Return to Reason, Open Books Publishing Ltd, Somerset, 1980.]
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or perceiving consists in modifying, sharpening, correcting, and
often falsifying, our anticipations. Thus inductivist theory is always
superficial: a closer analysis shows that what inductivism naively
takes as a ‘datum’ of our senses consists, in reality, of a complex give
and take between the organism and its environment: the process of
modifying or correcting our anticipations and refuting our conjec-
tures, which is so characteristic of every sort of learning by which
we add to our knowledge.?

IX

The classical empiricist view—that experience results from learn-

ing through the repetition of observation—is a closed system of
prejudices whose critical examination is usually resisted and often
resented. This system of prejudices is very popular, and has become
part of ‘common sense’; yet it also may be described as a highbrow
and somewhat artificial philosophical system because there are many
indications that ‘experience’ and ‘learning from experience’ are
quite commonly and popularly used in the sense of the trial and
error method: ‘learning from experience’ means, quite commonly,
‘learning from our mistakes’ (rather than ‘learning by rote’ or
‘learning by the association of observations’—to say nothing of
‘sense data’). As Oscar Wilde puts it: ‘Experience is the name
everyone gives to their mistakes.’!

In short, what is really the ordinary or common or popular usage
of the word ‘experience’ entails a theory which is similar to my own
theory, expounded at considerable length in my L.Sc¢.D. and
elsewhere.! According to this theory, experience should not be

*With all this, compare Chapter 1 of my Conjectures and Refutations, especially
pp. 43-52. [Cf. Objective Knowledge, Chapter 7. Ed.]

©Oscar Wilde, Lady Windermere’s Fan, Actiii. Cp. section 15 of the Addendum
(1961) to vol. ii of my Open Society (4th edition), pp. 388f. See also for example the
article ‘Experience’ in the Oxford English Dictionary which, of course, also lists
the philosophical or epistemological meaning, ‘the observation of facts or events
considered as a source of knowledge’ (quoting Thomas Reid), but which otherwise
supports the view that (apart from ‘religious experience’) ‘experience’ means,
commonly, the result of learning from our mistakes.

UApart from the section referred to in the preceding footnote see also the
Introduction to my Conjectures and Refutations and my Objective Knowledge,
Chapter 2.
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taken as an ultimate ‘source of knowledge’, but rather as a system of
fallible expectations or anticipations which each of us arrives at by
trial and error. But my reference to the popular usages—or to the
etymology—of ‘experience’ is not intended as an argument in fa-
vour of my own view, for such usages are often highly misleading
(though we should not depart from common sense—whatever this
may mean—without some fairly good reason). My intention is,
rather, to point out that the analysts of ordinary linguistic usages fail
to stick to their guns when, led by their inductivist philosophy of
experience as a source of knowledge, they assume the existence of
‘inductive procedures’.

X

The inductivism of many biologists is, I believe, traditional,
going back to Bacon, Boyle, Leeuwenhoek, and to the early days of
the Royal Society. I tried to sketch the philosophy behind this
tradition—the belief that nature is an open book which must be read
without prejudice—in the last section of my L.Sc.D. and, much
more fully, in the Introduction to Conjectures and Refutations.

Nowhere is the power of the inductivist tradition as conspicuous
as in what I have called ‘the inductive style’—a certain manner of
reportmg one’s researches which is still the traditional way of
writing in a number of biological journals, although by now it has
almost disappeared from the journals of physics and chemistry.

The basic idea which inspires the inductive style is this: we must
keep carefully to our actual observations, and must beware of
theorizing; for this may make us acquire theoretical prejudices
which may easily bias or taint our observations if we are not very
careful.

For this reason a paper written in the inductive style has, essen-
tially, the following structure:

(1) Itfirst explains the preparations for our observation. To these
belong, for example, the experimental arrangements, such as the
apparatus used, its preparation for the experiment, and the prepara-
tion of the objects of observation.

(2) The main part of the paper consists of a theoretically unbi-
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ased, pure description of the experimental results: the observations
made, including measurements (if any).

(3) There follows a report of repetitions of the experiment, with
an assessment of the reliability of the results, or of probable errors.
(Lately this may include statistical work.)

(4) Optional: a comparison of the results with earlier ones, or
with those of other workers in the field.

(5) Also optional: suggestions for future observations, for desir-
able improvements to the apparatus, and for new measurements.

(6) The paper is concluded (again optionally) by a brief epilogue,
usually of a few lines only, and sometimes in smaller print, contain-
ing a formulation of a hypothesis suggested by the experimental
results of the paper.

I do not, of course, suggest that these points are always rigidly
adhered to. Some points may be omitted, others added. What I do
suggest is that there is a tendency to make young biologists believe
that this is the proper way to present results, and that even masters
adhere to this way of presentation.

No doubt the idea which inspires the inductive style—the idea of
adhering strictly to the observed facts and of excluding bias and
prejudice—is laudable. And no doubt those trained to write in this
way are unaware that this laudable and apparently safe idea is itself
the mistaken result of a prejudice—worse still, of a philosophical
prejudice—and of a mistaken theory of objectivity. (Objectivity is
not the result of disinterested and unprejudiced observation. Objec-
tivity, and also unbiased observation, are the result of criticism,
including the criticism of observational reports. For we cannot
avoid or suppress our theories, or prevent them from influencing
our observations; yet we can try to recognize them as hypotheses,
and to formulate them explicitly, so that they may be criticized.)

As an example of the inductive style I may mention here the
classic paper in which Alexander Fleming reported the discovery of
penicillin.'2 It describes his observation of the accidental invasion of
a culture of bacteria by some agent which destroys them. It is a
description of observations, of what happened; and although it does
not say, of course, that this kind of thing was unexpected, or that it
happened for the first time, its inductive style may leave the inno-

"?A. Fleming, British Journal of Experimental Pathology, 1929, pp. 226 ff.
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cent reader (for example a philosopher) with the impression that not
only was the invasion of the culture of bacteria by penicillin acci-
dental (this it was in a sense) but also that it was unexpected.

But the historical facts show that this impression would be mis-
taken. At least since Metchnikov (1845-1916), theories about
‘antibodies—that is cells, or molecules, or other microscopic
agents which eat or destroy or inhibit the growth of dangerous
bacteria—have been constantly discussed by bacteriologists. Nor
was Alexander Fleming’s bacteriocidal mould the first which had
been observed to settle accidentally on a culture of microbes. In-
deed, bacteriologists had long hoped that in this way they might one
day find a powerful means of killing bacteria in man. In 1924
Sinclair Lewis had published Arrowsmith, a very good novel, in
which an incident very much like that described in Fleming’s paper
plays a major role. (Its bacteriological parts were written in collabo-
ration with Dr. Paul de Kruif, who later became well known for his
Microbe Hunters, a popular and most readable history of bacteriol-
ogy containing also a very good analysis of the methods of scientific
discovery.)

Indeed, many similar incidents were known at the time, and
many substances which were prima facie similar to penicillin; the
main problem was whether any of them would be suitable for
medical purposes. Fleming conjectured that penicillin would be
suitable. But he failed for a decade to secure the much needed
collaboration of a competent chemist. A decade after Fleming’s
discovery, Howard Florey and his collaborators discovered the
surprising curative powers of penicillin, thus confirming Fleming’s
conjecture. Yet even these surprising powers were not wholly unex-
pected, for Paul Ehrlich (1854-1915) had hoped to find some such
powerful substance, and the sulphur drugs (whose action seems to
be somewhat similar to that of penicillin) were invented by workers
brought up in the Ehrlich tradition.

Thus Fleming’s discovery was not really accidental: it was the
work of a great discoverer who knew very well what he was doing,
and what was worth describing: and though it was an accident that
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